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There is growing interest in ternary oxide surfaces due to their role in areas ranging from substrates for
low power electronics to heterogeneous catalysis. Descriptions of these surfaces to date focus on low-
temperature explanations where enthalpy dominates, and less on the implications of configurational
entropy at high temperatures. We report here the structure of three members of the n × n (2 ≤ n ≤ 4)
reconstructions of the strontium titanate (111) surface using a combination of transmission electron
diffraction, density functional theory modeling, and scanning tunneling microscopy. The surfaces contain a
mixture of the tetrahedral TiO4 units found on the (110) surface sitting on top of octahedral TiO5½� (where []
is a vacant octahedral site), and TiO6 units in the second layer that are similar to those found on the (001)
surface. We find clear evidence of a transition from the ordered enthalpy-dominated 3 × 3 and 4 × 4

structures to a configurational entropy-dominated 2 × 2 structure that is formed at higher temperatures.
This changes many aspects of how oxide surfaces should be considered, with significant implications for
oxide growth.
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There is currently substantial interest in the surfaces of
strontium titanate for a range of applications such as thin
film growth [1,2], as a model system for catalytic appli-
cations [3], or as an active catalyst with supported nano-
particles [4,5], and in its use either as a substrate or an
active material for oxide electronics (e.g., Refs. [6–11]).
Even though strontium titanate is a comparatively simple
oxide, the archetype perovskite, its myriad surface struc-
tures make most other materials seem rather straightfor-
ward. For example, there are a very large number of
different reconstructions even on the simple (001) surface
[12], many of which remain unsolved. Some details for the
titanium-rich reconstructions are now understood as con-
sisting of permutations on TiO2 double layers. As we point
out here, these surfaces can be considered as tilings of
octahedral TiO5½� units, where “[]” denotes a vacant oxygen
site, normally in an ordered structure although glasslike
disordered structures are also possible [13], in effect a
Potts-type model.
Compared to the other low-index terminations, much

less is known about the polar SrTiO3(111) surface. Awide
range of reconstructions have been observed depending
upon the annealing time (on the scale of hours), temper-
ature, oxygen partial pressure, and whether the specimens
were ion beam sputtered before analysis, including
(1 × 1) [14–16], (9=5 × 9=5) [17–19], (
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[17–19], (5 × 5) [19], and (6 × 6) [17–19] reconstructions,
as well as a TiO overgrowth under highly reducing
conditions [19]. While the approximate chemistry and
topography of the surfaces is relatively well characterized,

as are some details of the dependence upon surface
composition [21], the actual atomic structure of all these
surfaces is completely unknown. A few theoretical studies
in the literature focus on relatively simple structures that
have not been found experimentally [22–24].
For a system as complicated as this with numerous

different reconstructions a subtle question is whether it
is describable by the simple T ¼ 0 K thermodynamics
normally used in density functional theory (DFT) calcu-
lations to explain surface structures. It is well known that at
elevated temperatures the configurational entropy can
dominate for Potts models (e.g., Refs. [25–30]). Using
an ideal solution model with a variable TiO2 excess at the
surface, the occupancies of different surface structures can
be described as

ci ¼
expð−nifGi − μfig=kTÞ

P

expð−nifGi − μfig=kTÞ
; ð1Þ

where ci is the fraction of each surface phase, Gi is the free
energy per 1 × 1 unit cell, ni is the number of cells in the
surface unit cell, fi is the TiO2 excess per 1 × 1 unit cell,
and μ is the TiO2 surface chemical potential, which is
chosen such that

P

cifi is the surface TiO2 excess per
1 × 1 cell. With this model the fraction of each surface
phase is relatively simple at low temperatures, and should
be consistent with T ¼ 0 K density functional theory
calculations. However, at the elevated temperatures typi-
cally used to prepare oxides (near half the melting temper-
ature and above) the surface could be a complicated
mixture, in effect a glass having only local order. A full
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Potts model analysis would include interaction free energy
terms between the different structures and be able to make
predictions about domain sizes of reconstructions as a
function of temperature.
We show here evidence for this different description of

oxide surfaces for the case of the SrTiO3(111) surface. We
report the structure of three members of the n × n
(2 ≤ n ≤ 4) reconstructions using a combination of trans-
mission electron diffraction, density functional theory
modeling, and scanning tunneling microscopy. The surfa-
ces contain tetrahedral TiO4 units similar to the (110)
surface, sitting on top of octahedral TiO5½�, and TiO6 units
in the second layer similar to those found on the (001)
surface. However, while the 3 × 3 and 4 × 4 structures can
be well described as conventional, ordered structures, the
2 × 2 structure is best described as a configurational glass.
For transmission electronmicroscopy examination, stron-

tium titanate (111)-oriented single-crystal samples were
prepared as described previously [18]. A series of eleven
transmission electron diffraction patterns to capture the full
dynamic range of intensities for all of the spots for the n × n
surfaces was acquired using a microscope equipped with a
thermionic filament. The diffraction data were reduced and
symmetry averaged to yield a single list of symmetry-
independent intensity data and associated errors.
For the STM work, SrTiO3 single crystal substrates

doped with a mass fraction of 0.005 Nb and epi-polished
(111) surfaces were grown by SurfaceNet GmbH,
Germany. (The identification of commercial products is
to specify the experimental conditions and does not imply
any NIST endorsement or recommendation that they are
necessarily the best for the purpose.) The preparation of the
surface reconstructions for STM imaging was carried out in
a JEOL JSTM4500 s UHV surface analysis facility [19].
The samples were degassed to remove all contamination,
Arþ ion sputtered for 6 min at 0.5 keV, and then annealed.
Different annealing temperatures, durations, and O2 partial
pressures resulted in different reconstructions. The 4 × 4
reconstruction was obtained through a 1 h anneal at
1000 °C in UHV conditions. The 3 × 3 reconstruction
was obtained following a 5 h anneal at 1150 °C in an O2

partial pressure of 4.5 × 10−4 Pa. The surfaces containing
regions of 2 × 2 reconstruction were obtained following a
5 h anneal at 1280 °C in an O2 partial pressure of
6 × 10−4 Pa. In all cases the cooling rate was approxi-
mately 6 °C=min. Constant current STM images were taken
at room temperature using etched tungsten tips. In all cases
the surfaces required high biases to image, indicating that
none were reduced.
DFT calculations were performed with the all-electron

augmented plane waveþ local orbitals WIEN2K code [31]
with the revTPSS [32] and MS2 [33] functionals, with a 0.5
on-site exact exchange similar to earlier work [13] and an
error of approximately 0.05 eV=1 × 1 cell; more details
can be found in the Supplemental Material [34].

Based upon the STM images and by the use of DFT
methods we were able to determine the 3 × 3 structure, and
then verify it using the electron diffraction data, which is
very sensitive to fine surface structure details in all layers.
The 4 × 4 surface is sufficiently similar to the 3 × 3 surface
that it could then be solved rather directly. With the main
structural units for the (111) surface now defined, it was
possible to find the 2 × 2 surface structure via DFT,
checking with STM simulations. For completeness, addi-
tional experiments using aberration-corrected plan-view
imaging were performed, and while these were consistent
with the 3 × 3 structure described below, they were not
definitive and are not discussed further here.
We will first describe the ordered 3 × 3 and 4 × 4

structures as these provide the main clues to the intrinsi-
cally disordered 2 × 2 structure. The main results are
shown in Figs. 1 and 2, respectively. For the 3 × 3 structure
with 94 symmetry reduced intensities, using just the top
titanium and oxygen atoms (six atoms, 12 positions, and
one temperature factor) gave an R1 ¼ 0.37 χ ¼ 2.7, while
including the 2nd-layer atoms (11 atoms, 22 variables, and
one temperature factor) gave an R1 ¼ 0.22 χ ¼ 2.0, a good
fit to the experimental diffraction data (see Table S1 and
Fig. S1 in the Supplemental Material [34]). For the 4 × 4
structure the experimental diffraction data were not very
good (large errors associated with weak and overlapping
spots as well as dynamical artifacts), and with the presence
of twinning there are too many ambiguities for a structural
refinement. These surfaces are paradoxically both compli-
cated and simple, and can be described in terms of a second
layer of TiO5½� or TiO6 octahedral units capped with a
sixfold ring of TiO4 tetrahedra with a face outwards
towards vacuum with linear connections of TiO4 tetrahedra
with an edge outwards to vacuum. As found for other oxide
reconstructions [41], bond-valence sums indicate that all
the titanium atoms are close to their nominal 4þ valence,
and the oxygen similarly with 2− valence, consistent with a
dominance of local bonding in the energetics and similar-
ities to bulk oxides. The DFT refined structures are
provided as crystallographic information files (CIF) in
the Supplemental Material [34].

FIG. 1 (color online). (a) Raw STM image (þ2.0 V sample
bias, 0.38 nA tunneling current) of the 3 × 3 structure with a
simulation inserted on the top right and (b) diagram of the
structure with TiO5½� octahedra purple, TiO4 tetrahedra green,
and Sr atoms red. More details of the structure are in the CIF in
the Supplemental Material [34].
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Very different from the 3 × 3 and 4 × 4 structures, we
observed only localized ordered regions in the STM images
that had 2 × 2 cells. Careful analysis allowed us to identify
at least two structural units, which are shown in Fig. 3. The
first has threefold symmetry and is a partial ring of TiO6 or
TiO5½� units; the second contains tetrahedral units similar
to the 3 × 3 and 4 × 4 structures, but now in more linear
arrangements and is strictly a cð1

1
0
2
Þ structure. For com-

pleteness, the symmetry breaking is not a consequence
of irregularities in the STM tip, and was locally reproduc-
ible between scans (see Fig. S2 in the Supplemental
Material [34]).
We note that the degree of enrichment in TiO2 for the

2 × 2, 3 × 3, and 4 × 4 structures matches expectations
based upon how they were prepared. The dominant cation

defect in strontium titanate is a strontium vacancy, and at
higher temperatures these will diffuse away from the
surface leading to a lower TiO2 surface excess as we found
with 4 × 4 > 3 × 3 > 2 × 2 in the reverse order of the
temperatures at which they were annealed.
With the knowledge that the 3 × 3 and 4 × 4 structures

have tetrahedral or octahedral arrangements, a more com-
plete analysis was performed via DFT calculations of more
than 120 different structures to understand the 2 × 2 sur-
face, summarized only for the structures near the convex
hull in Fig. 4, with details of the surface enthalpies also
available in Table S2 and the CIF in the Supplemental
Material [34]. From this we were able to identify a
potentially stable low-TiO2 endpoint for a linear arrange-
ment of TiO4 and TiO5½� units (labeled Low in Fig. 4) as
well as a high coverage two-dimensional arrangement of
the same units (labeled High in Fig. 4), see also Fig. S3 in
the Supplemental Material [34]. In addition to these and the
other structures described above, there were also a large
number of permutations of essentially the same units.
Within the accuracy of the functionals the DFT convex
hull is consistent with the experimental results.
It was unexpected that the energies of all the structures

from the 2 × 2 to the high-coverage structure lie very close
to a straight line, which has some significant implications to
which we now turn, keeping in mind information we know
from the (001) and (110) surfaces. The (001) surface is
dominated by arrangements of edge- or corner-shared
TiO5½� units to yield a valence-compensated structure,
exactly which are formed depending heavily upon the
kinetics during sample preparation [42,43], as well as the
surface composition, with both ordered and glasslike
disordered structures possible. More formally, except for
the 2 × 1 structure, all the (001) reconstructions can be

FIG. 2 (color online). (a) Raw STM image (þ2.0 V sample
bias, 0.50 nA tunneling current) of the 4 × 4 structure with a
simulation inserted on the top right and (b) diagram of the
structure with TiO6 octahedra brown, TiO5½� octahedra purple,
TiO4 tetrahedra green, and Sr red. More details are in the CIF in
the Supplemental Material [34].

FIG. 3 (color online). (a) Raw STM image (þ2.0 V sample
bias, 0.37 nA tunneling current) of a p3 2 × 2a structure with a
simulation inserted on the left and (b) diagram of the structure
with TiO6 octahedra brown, TiO5½� octahedra purple, TiO4

tetrahedra green, and Sr red. More details are in the CIF file.
(c) A lower symmetry 2 × 2b structure (strictly the cð1

1
0
2
Þ) region

that coexisted with the p3 structure, with a STM simulation
(inset) and the structure in (d). Details of the structures are in the
CIF in the Supplemental Material [34].

FIG. 4 (color online). Convex hull for the revTPSS results with
the x axis the TiO2 excess per 1 × 1 surface unit cell and the y
axis the surface enthalpy in eV per 1 × 1 surface unit cell. More
details can be found in Table S2 and the CIF in the Supplemental
Material [34].
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considered via a constrained Ising model. For any lattice
site above a second-layer oxygen, the analogue of “spin up”
is a planar TiO4 unit, and of “spin down” a vacancy with the
constraints that all oxygen atoms in the outermost layer are
bonded to two or more titanium atoms and the total
composition is valence neutral—see Fig. S4 in the
Supplemental Material [34].
Similarly, the (110) n × 1 reconstructions have a bulk

layer terminated by a valence-compensated arrangement of
TiO4 corner-shared tetrahedral units forming ring structures
as well as a homologous series of reconstructions [44].
These can be represented as a constrained Potts model with
a higher degree of freedom corresponding to placing one of
the two types of tetrahedral units either above an oxygen in
the second layer or bridging, with a similar valence
neutrality condition—see Fig. 2 in Ref. [44].
On the (111) surface the 3 × 3 and 4 × 4 structures are

more complicated Potts variants with TiO5½� or TiO6

octahedral units in the second layer and tetrahedral units
very similar to the (110) surface in the outer surface. If we
compare these to the other structures in the convex hull,
they contain combinations of the same types of units with
bridging TiO4 units either between two oxygens on differ-
ent TiO5½� units or two oxygens on one TiO6 unit as in the
cð1

1
0
2
Þ structure in Fig. 3, and in a few cases Sr atoms within

the structure.
Since the different structures all lie on essentially a

straight line in the enthalpy-coverage convex hull of Fig. 4,
for any specific surface excess of TiO2 there will be many
different mixtures of structures with nearly degenerate
enthalpies. A prediction of the Potts model applied to
surfaces is that at elevated temperatures, particularly in the
simplified form of Eq. (1), many surfaces will become a
complicated mixture of different structural units resulting in
small domains of different reconstructions, which is what
we have here. At very high temperatures the domains
become so small that the surface structure is in effect a
glass, with a structure that is driven by the configurational
entropy. For instance, there may be rotational glasses as
well as coexistence at the nanoscale, such as very small
regions of 3 × 3 structure embedded within areas that have
predominantly a 2 × 2 structure, and this is indeed found
experimentally (see Fig. 5). Based upon the experimental
results we estimate that a temperature of 1280 °C is
sufficient to enter the regime where the configurational
entropy terms dominate.
This fundamentally changes how we consider oxide

surfaces, with substantial implications for applications in
oxide growth, functional electronic materials, as well
as catalysis. We need to differentiate between a low-
temperature regime, where distinct structures are
formed with both long- and short-range order, and a
high-temperature regime where the surface has short-range
order but long-range disorder. Surfaces rapidly cooled from
high temperatures will have a quenched-in disorder, as will

surfaces fabricated by methods such as atomic layer
deposition at relatively low temperatures. It is very likely
that in many cases the surface structures are formed during
cooling rather than at the high temperature soak during the
annealing, so slight variations in experimental treatments
such as differences in cooling rates can and will lead to very
different results. This is entirely consistent with the
multitude of structures seen in the literature. Taking this
picture one step further, increased configurational disorder
is likely to increase the density of domain boundaries and
other high-enthalpy local defects, which might have
enhanced oxygen exchange rates for fuel cell and other
applications such as electrolysis; surface doping to increase
the entropy and reduce the disorder temperature is an
interesting design concept. This connects to the large body
of literature on the importance of surface defects and their
local structure for many properties (e.g., Ref. [45]), for
instance, reactivity at different surface sites in TiO2

polymorphs [46] to give just one example.
Ideas such as Potts models for simpler surface phenom-

ena such as chemisorption or melting are well known in the
literature (e.g., Refs. [47–52]), but we are not aware of their
extension to more complicated oxides as we have done
here. There is no reason why this should be limited to just
oxides; in fact, hydroxides are probably very similar as
suggested by earlier work on MgO and NiO hydroxylated
surfaces [53,54].
In summary, by a combination of STM, transmission

electron microscopy, and DFT we have determined the
structure of the 2 × 2, 3 × 3 and 4 × 4 reconstructions
on the strontium titanate (111) surface. While the 3 × 3 and
4 × 4 structures are relatively straightforward structures,

FIG. 5 (color online). STM image (þ2.0 V sample bias,
0.38 nA tunneling current) of an area of the dominantly
2 × 2b surface showing a few cells of 3 × 3 structure embedded
in the structure, with the characteristic sixfold ring of the latter
marked with red crosses. Note the presence of dumbbells with
different orientations, indicative of a rotational glass.
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the 2 × 2 structure is a much more complicated mixture.
The DFT analysis indicates that there are a large number
of surface structures all close to the convex hull, a
condition that makes the configurational entropy terms
very important. Combining these results with
knowledge of the (001) and (110) surfaces, we point out
that these oxide surfaces can all be described in a general
framework of Ising or Potts models with short-range
order but not necessarily long-range order. This not only
changes the framework within which we need to consider
these surfaces, but opens the door to new ideas to
design oxide surfaces by deliberately manipulating
the degree of long-range order by changing thermal treat-
ments or doping to force changes in the configurational
entropy.
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