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This paper introduces the Bolker-Jeffrey version of expected utility theory, which differs in 
several important respects from the versions commonly used by economists. Within the Bolker- 
Jeffrey theory, the paper proves a theorem first proved by Harsanyi: if social preferences are 
coherent and Paretian, and individual preferences are coherent, then social utility can be taken 
to be the sum of individual utilities. But the paper shows that in the Bolker-Jeffrey theory the 
proof requires very stringent assumptions. It assesses the significance of this fact. 

1. INTRODUCTION 

In 1955, John Harsanyi proved a remarkable theorem. Assume everybody has preferences 
that conform to expected utility theory. And assume there are social preferences that 
also conform to expected utility theory. Finally, assume that the social preferences satisfy 
the Pareto criterion. Harsanyi proved that, given these three assumptions, social preferen- 
ces can be represented (in the manner of expected utility theory) by a utility function 
that is the sum of utility functions representing the preferences of the individuals. I call 
this the "Utilitarian Theorem". Section 2 of this paper describes it in more detail. 

The significance of the Utilitarian Theorem has been much debated (e.g. Hammond 
(1987), Jeffrey (1971), Sen (1976). Harsanyi believes it supports utilitarianism (Harsanyi 
(1977)). That is, perhaps, an overstatement, but I do think it throws enough light on the 
foundations of utilitarianism to justify the name I give it. It certainly makes a remarkable 
link between attitudes to risk and attitudes to inequality, which was Harsanyi's original 
purpose (Harsanyi (1953, 1955)). But this paper is not about the theorem's significance; 
I have expressed my own views on that elsewhere (Broome (1987, 1990, 1991)). It is 
about its truth. 

A number of proofs have been published besides Harsanyi's (e.g. Border (1985), 
Deschamps and Gevers (1979), Fishburn (1984), Hammond (1981, 1983)). Each is tied 
to a particular version of expected utility theory, and several rely implicitly on strong 
assumptions. Harsanyi's own proof assumes that probabilities are objective and known 
to everyone. Other existing proofs allow for subjective probabilities, but they all assume 
versions of expected utility theory that derive ultimately from Savage's (1972). This paper 
tries out the theorem in the Bolker-Jeffrey version, which is radically different from 
Savage's. I shall argue in Section 3 that there are good reasons to test the theorem in 
this version. This paper proves the theorem within it. But it also shows the need for 
stringent assumptions. 
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478 REVIEW OF ECONOMIC STUDIES 

One of my main aims is to introduce the Bolker-Jeffrey theory itself. It has some 
important attractions compared with Savage's theory, and deserves to be better known 
amongst economists. Section 4 of this paper describes the theory. But no presentation 
of the Bolker-Jeffrey theory these days can ignore the strong objections that have recently 
been raised against it from the direction of "causal" decision theories (which include 
Savage's theory). Section 5 explains these objections, using some economic examples. 
It also argues that, although they may be cogent objections to the theory conceived as a 
theory of decision, conceived as a theory of valuation they leave it unscathed. The 
Bolker-Jeffrey theory remains particularly appropriate for Harsanyi's theorem, which is 
best understood as a matter of valuation rather than decision. 

Section 6 outlines the proof of the Utilitarian Theorem within Bolker-Jeffrey theory. 
This proof requires strong assumptions. Section 7 discusses the assumptions, and draws 
conclusions. 

Appendix A contains counterexamples to the Utilitarian Theorem, demonstrating 
the need for the assumptions I mentioned. Appendix B contains the theorem's full proof. 
I hope the appeal of the methods associated with the Bolker-Jeffrey theory, displayed in 
these appendices, may help to recommend it to some readers. 

2. THE UTILITARIAN THEOREM 

Let there by h people. Let each have preferences defined on a set of alternatives involving 
some uncertainty (the same set for each person). Person i's preferences I shall designate 
by the symbols >i, Pi and ;i in the usual way. Throughout this paper, I shall assume 
that each person's preferences are coherent, by which I mean that they satisfy the axioms 
of expected utility theory. I want to allow for different versions of the theory, with 
different axioms, so I cannot yet define coherence more exactly. 

Expected utility theory shows that each person's preferences may be represented by 
a utility function defined on the domain of alternatives. These utility functions are 
expectational. By this I mean that if an alternative has uncertain results, its utility is the 
expectation of the utility of its possible results. Again, the precise meaning of "expecta- 
tional" can only be defined within each version of the theory. A person's utility function 
is not unique; several expectational utility functions will represent her preferences equally 
well. But all of them will be positive linear transforms, or (in the Bolker-Jeffrey theory; 
see Section 4) fractional linear transforms, of each other. 

Let there also be social preferences defined on the same set of alternatives. I shall 
designate them by >g, >g and :g. I call them Paretian if and only if, for all alternatives 
A and B, 

if A B for all i then A ;gB, and 

if A>i B for all i and A >iB for some i then A g B. 

If the social preferences are coherent they may be represented by an expectational utility 
function. Once again, many functions, all positive linear or fractional linear transforms 
of each other, will serve to represent the preferences. Let U1, . . ., Uh be utility functions 
representing the individual's preferences, and Ug a utility function representing social 
preferences. Then if social preferences are Paretian, Ug will be a function of the Ui's: 

Ug(A) = W(U1(A),... Uh(A)) for all alternatives A. 

And W will be increasing in each argument. 
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I call the social preferences utilitarian if and only if there is an expectational utility 
function Ug representing social preferences and for each i an expectational utility function 
Ui representing i's preferences such that 

Ug(A) = ;iUi(A) for all alternatives A. 

Now I can state the theorem that is the subject to this paper: 

The Utilitarian Theorem. Suppose that each person has coherent preferences. Then if 
social preferences are coherent and Paretian, they are utilitarian. 

Harsanyi's orginal proof of the Utilitarian Theorem took probabilities to be objective 
and known to everyone. Other proofs, however (including mine in this paper) are more 
general in that they allow for subjective probabilities that may differ from person to 
person. However, these proofs invariably come to the Utilitarian Theorem via a proof 
of the following 

Probability Agreement Theorem. Suppose that each person has coherent preferences. 
Then if social preferences are coherent and Paretian, the individual and social preferences 
must all agree about the probabilities they assign to every event. 

So the initial extra generality cancels itself out: probabilities have to be universally agreed 
anyway. 

Nevertheless, the generality achieves something. It is better than simply assuming 
agreement about probabilities from the start. The Probability Agreement Theorem is 
important in its own right. It shows that the coherence and Paretian requirements on 
social preferences are together very stringent. They impose conditions, not just on the 
social preferences themselves, but on individual preferences too. As a general rule, we 
have no reason to expect individual preferences to agree about probabilities. Unless they 
do, though, the theorem says that social preferences cannot be both coherent and Paretian. 
Yet it is natural to think they should be both. Furthermore, coherence and the Paretian 
requirement are the conditions of the Utilitarian Theorem. So the Probability Agreement 
Theorem tell us that as a general rule the conditions of the Utilitarian Theorem are 
mutally inconsistent. It tells us, then, that some work of interpretation needs to be done 
in order to reconcile the two conditions. Without this work, neither the notion of social 
preferences, nor the Utilitarian Theorem, can be properly understood. I have attempted 
it myself in Broome (1987) and (1989). 

In summary, the theorems say that unless individuals agree about probabilities there 
can be no coherent Paretian social preferences. And when coherent Paretian social 
preferences do exist, they must also agree about probabilities, and they must be utilitarian. 

3. THE EX POST APPROACH 

Existing proofs of the Utilitarian Theorem-those that allow for subjective probability 
(Deschamps and Gevers (1979), Hammond (1981, 1983))-model uncertainty in a way 
that is, broadly speaking, Leonard Savage's (1972). In this model there are a number of 
"states of nature", any one of which may come about. People have preferences between 
alternative prospects ("acts" in Savage's terminology). Each prospect associates a par- 
ticular outcome ("consequence" in Savage's terminology) with each state of nature: if 
the prospect is chosen and the state comes about then this outcome will result. This 
structure is shown in Table 1. The cells of the table show outcomes Al, A2, B1 and so on. 
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TABLE 1 

States of nature 

Prospects SI S2 S3 

A A1 A2 A3 
B B1 B2 B3 . 
C Cl C2 C3 .. 

Each person has preferences amongst the alternative prospects. Expected utility 
theory tells us that, provided they are coherent, these preferences may be represented by 
probabilities and utilities. Probabilities are attached to the states of nature; utilities, 
initially, to outcomes. Derivatively each prospect has a utility too, calculated as the 
expectation of the utility of its possible outcomes, assessed according to the probabilities. 
So the utility of prospect A is 

U(A) = ,u(SI) U(A1) +, (S2) U(A2) +** 

where ,u stands for probability. Of two prospects, the preferred one will have the higher 
utility. 

The utility of a prospect for a person, then, is derived from the utilities of outcomes, 
and it depends on the person's assessment of probabilities. On the other hand, in the 
model the utility of an outcome is basic. This leaves open an escape route from the 
Utilitarian and Probability Agreement Theorems. Many people find the implications of 
these theorems unattractive. It seems desirable to have coherent social preferences. But 
according to the theorems this is rarely possible, and even when it is, the social preferences 
must be utilitarian in the sense defined in Section 2. Such utilitarian preferences seem, 
at least at first sight, to deny the value of equality. Whatever the truth about this-and 
in this paper I am not going to enquire into it (see Broome (1990))-an escape from 
these implications is to adopt the so-called "ex post" approach to forming social preferen- 
ces. This approach has been proposed by Hammond (1983) among others, and I have 
argued for it myself (Broome (1982)). 

The idea of the ex post approach is that social preferences about prospects should 
be based on individuals' preferences about the possible outcomes of those prospects, but 
not necessarily on their preferences about the prospects themselves. So one should require 
social preferences to be Paretian about outcomes but not about prospects generally. If 
everyone's preferences assign one outcome a higher utility than another, then so should 
social preferences, but the same need not be true for prospects. With this looser Paretian 
requirement, coherent social preferences are easier to come by, and they need not be 
utilitarian. 

The argument for the ex post approach is that people's preferences about prospects 
do not depend only on their wants, but also on their beliefs about probabilities. Democratic 
principles may insist that social preferences should be based on people's wants, but it is 
quite a different matter to insist that they should be based on their beliefs too. 

But this argument is open to a powerful objection. People's preferences about 
prospects doubtless depend on their beliefs as well as their wants. But so do their 
preferences about anything. The ex post approach assumes that outcomes can be distin- 
guished from prospects in such a way that preferences about outcomes do not depend 
on beliefs about probabilities. But it is never certain what good or harm can result from 
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anything. So a person's preferences about anything must depend on her beliefs about 
the probabilities of its possible results. Take, for instance, one of Savage's (1972, p. 25) 
examples of a "consequence" (outcome): a refreshing swim with friends. If I have a 
refreshing swim with friends I might or might not get cramp, and my preferences about 
the swim will depend on my beliefs about the probabilities of these results. If I swim 
and get cramp, I might or might not drown, and my preferences about swimming and 
getting cramp will depend on my beliefs about the likelihood of these results. And so 
on. No doubt in a practical decision-making problem of the sort Savage was concerned 
with, it is often possible to draw a workable distinction between prospects whose value 
depends on the probabilities of their results, and outcomes that have value in their own 
right. But this distinction, the objection goes, cannot be sustained in principle. And the 
ex post approach cannot be justified without it. 

I think this is a strong objection but not necessarily a conclusive one. It may be that 
actually an appropriate distinction can be drawn between prospects and outcomes. For 
instance, complete possible worlds are plausible candidates for outcomes. But the objec- 
tion certainly needs to be taken seriously. We should therefore not rely on conclusions 
drawn from a version of expected utility theory that takes for granted the distinction 
between prospects and outcomes. 

The Bolker-Jeffrey theory-the idea and interpretation is Richard Jeffrey's (1983), 
the axiomatization Ethan Bolker's (1966, 1967)-assumes no such distinction. Indeed 
Bolker's axiomatization explicitly rules it out, as I shall explain. A good reason, therefore, 
for trying out the Utilitarian Theorem within this theory is that, in so far as the theorem 
is true within it, no escape to an ex post approach is available. 

4. INTRODUCTION TO THE BOLKER-JEFFREY THEORY 

In Bolker-Jeffrey expected utility theory, preferences, utilities and probabilities are all 
defined on the same set of prospects. Jeffrey expresses these prospects as propositions, 
such as "I have a refreshing swim with friends", and applies the propositional calculus 
to them. A prospect or proposition may be thought of as a subset of the set of all possible 
worlds, the subset consisting of worlds where the proposition is true. The operations of 
propositional calculus correspond to set-theoretic operations. If A is a proposition, -A 
(i.e. not A) is the complement of A. A v B (i.e. A or B) is the union of A and B; A A B 
(i.e. A and B) their intersection. If A and B are contraries (propositions that cannot 
both be true) they are disjoint sets. 

Let A be "I have a refreshing swim with friends", B "I get cramp", and C "I drown". 
Let Al be A A B and let A2 be A A - B. Then A = Al v A2 (the disjunction of Al and A2), 
and Al and A2 are contrary propositions. Rules I shall describe later say that, whenever 
A is the disjunction of two contraries Al and A2, 

,u(A) = u (Al) +u H(A2) 

and 

U(A) - (A,) U(A l) + u (A2) U(A2) (A,)) U(Al) + u (A) U(A2). 
,u Al)+,u(A2 u A) u (A) 

The formula for probability is obviously appropriate. To understand the formula for 
utility, remember that ,u1(A)/,u(A) and ,U2(A)/,u(A) are the probabilities of A1 and A2 
conditional on A. So the formula says that the utility of A is the expectation of utility 
given that A is true. In this way utility is expectational. 
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A feature of Bolker's axiomatization is that the set of prospects is atomless. This 
means that any prospect in the set can always be broken down into a disjunction in the 
way that A breaks down into A1 and A2. A1, for instance, breaks down into Al, = A1 A C 
and A12= Al A- C, so that Al = A,, v A12. And 

U(Al) = (Al) U(All)+ 
g (A12) U(A12). 

The assumption is that any prospect breaks down similarly into a disjunction, and has 
its utility resolved into the expectation of the utilities of its disjuncts. The utility of any 
proposition, then, depends on probabilities and utilities, on beliefs as well as wants. 
There are no propositions that play the role of outcomes or consequences and have a 
utility that is independent of probability judgments. The ex post approach is therefore 
not possible within the Bolker-Jeffrey theory. 

A major difference between the Bolker-Jeffrey theory and others is this. In the 
Bolker-Jeffrey theory, when prospects are combined together by the truth-functional 
operation of disjunction they retain their own probabilities, made conditional on the 
disjunction. Other theories combine prospects or outcomes by forming gambles. This 
involves artificially assigning a probability (or a state of nature, which has its own 
probability) to each outcome. Setting up a gamble, in fact, involves altering causal 
relations in the world. In practice the sorts of gamble that are required by the theory 
may be causally impossible. For instance, fine weather tomorrow may be assigned to the 
state of nature: this coin falls heads on its next toss. But the toss of a coin cannot actually 
determine what the weather will be. In order to include them in her preference ordering 
a person has to imagine herself being offered such impossible gambles. The Bolker-Jeffrey 
theory, on the other hand, assumes that a person retains her actual beliefs about the 
causal processes in the world. Jeffrey (1983, p. 157) considers this the theory's main 
advantage. 

Take a set Y' of prospects that is closed under the operations of disjunction and 
negation (or union and complementation): 

If A and B are in 9 then -A and A v B are in Y. 

Y is then a Boolean algebra. (For an account of Boolean algebras see Sikorski (1960).) 
It will contain a unit T and a zero F. T is the necessarily true proposition and F the 
necessarily false one: 

T=Av-A forallAin9Y 

F = T. 

T is the set of all possible worlds and F the empty set. 
The Bolker-Jeffrey theory takes the field of preferences to be a Boolean algebra Y 

with the zero removed. Write this field Y' = 9- {F}. F, then, has no place in the preference 
ordering. 

The algebra 1' need not contain every set of possible worlds. In fact we assume that 
9' is atomless, which rules this out. An atomless Boolean algebra is one whose every 
element has a non-zero strict sub-element: 

For each A E Y other than F there is a B E S such that B - A and B $ A and 
B$F. 

This implies, for one thing, that the algebra cannot contain a set consisting of a single 
world. I have already described the significance of this assumption of atomlessness. We 
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also assume that the algebra is complete. This means that it contains all disjunctions of 
arbitrary sets of contrary members (see Sikorski (1960 p. 58)). 

Like other expected utility theories, the Bolker-Jeffrey theory starts from given 
preferences and shows that, provided these preferences satisfy certain axioms, they can 
be represented by an expectational utility function. The axioms are: that the preferences 
are a complete preorder on 9", that they are continuous in a particular sense, and that 
they satisfy these two conditions: 

(i) (Averaging) if A,B in 59" are contraries then 

A > B implies A > (A v B) > B 

and A B implies A (AvB) B 

(ii) (Impartiality) if A,B and C in 9' are pairwise contraries, and 

A B but not A~ C, and (A v C) (B v C), then for every 

D in Y' that is contrary to A and B, (A v D) (B v D). 

The averaging axiom says that a disjunction lies somewhere between the disjuncts 
in the preference ordering. It slightly resembles the independence axiom found in other 
versions of expected utility theory. The independence axiom implies that a "probability 
mixture" of two prospects lies somewhere between the prospects in the preference 
ordering. But it implies much more than this too, and furthermore it implies it for any 
probability mixture with any arbitrary probabilities. As I explained earlier, in Bolker- 
Jeffrey theory, on the other hand, prospects always carry their own probabilities with 
them when they combine in a disjunction. Combination with arbitrary probabilities is 
not allowed. So the averaging axiom is much weaker than independence. The much- 
criticized independence axiom is not required by Bolker-Jeffrey theory. 

The impartiality axiom is less transparent. Take two contrary propositions A and B 
that are indifferent to each other. Form their disjunctions with a third contrary proposition 
that is not indifferent to them. The disjunctions A v C and B v C will be indifferent to 
each other if and only if A and B are equally probable. So a way of testing whether two 
indifferent propositions are equally probable is to compare together the disjunctions they 
form with a third, non-indifferent, proposition. The impartiality axiom says this test will 
deliver the same answer whatever third non-indifferent propositions is used. 

Compare Savage's Postulate 4 (Savage (1972, p. 31)). Savage, too, needs to test 
whether two events, say E and F, are equally probable. He does this by taking a pair of 
outcomes, say A and B, that are known not to be indifferent. He forms a gamble 
(A, E; B, F) in which A comes about in event E and B in F. And he forms the opposite 
gamble (B, E; A, F). The events are equally probable if and only if these gambles are 
indifferent. Savage's Postulate 4 says that this test will deliver the same answer whatever 
pair of non-indifferent outcomes A and B are used. 

The impartiality axiom is unsatisfactory in one respect. The explanation I have given 
for it presupposes expected utility theory to some extent. I said that A v C and B v C 
will be indifferent (for indifferent A and B and non-indifferent C) if and only if A and 
B are equally probable. But the reason for this is that the utility of a disjunction is the 
average of the utility of the disjuncts, weighted by their probabilities. And this reason 
comes out of expected utility theory. It is unsatisfactory that an axiom from which 
expected utility theory is supposed to be derived needs to be explained in this way. 
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Savage's Postulate 4 is in exactly the same position. The gambles (A, E; B, F) and 
(B, E; A, F) will be indifferent if and only if E and F are equally probable. The reason 
for this is that the utility of a gamble like this is the average utility of the outcomes, 
weighted by the probabilities of the events. This reason comes out of expected utility 
theory. But the postulate is one of the axioms from which expected utility theory is 
supposed to be derived. The impartiality axiom, then, is neither more nor less unsatisfac- 
tory than Savage's. 

Now we come to the representation theorem: 

Bolker's Existence Theorem. Let Y be a complete atomless Boolean algebra, and let 
> be coherent preference on 9". Then there is a probability measure , on Y' and a signed 
measure v on 9' such that for all A and B in 9' 

A > B if and only if ((A) '(B) 

(I shall use the unqualified term "measure" to include signed measures, non-negative 
measures and non-positive measures. By a "non-negative measure" I mean a measure ,u 
such that ,u(A)' 0 for all A in 9. By a "positive measure", I mean a non-negative 
measure ,u such that ,tu(A) = 0 implies A = F.) 

Because , and v are measures, whenever A and B are contraries (disjoint) then 

v(A v B) = v(A) + v(B) 

and 

u(A v B) =u (A) +,a (B). 

In the existence theorem the role of utility is played by the quotient of measures v/lu. 
Granted the existence of , and v, we define utility U on 9" by 

U(A) = ((A) for all A in 9'. 
g (A) 

U will then be a properly expectational utility function as required. For if A and B are 
contraries 

U(A vB) =v(A v B) v(A) + v(B) ,(A) U(A) +p(B) U(B) 

g(A vB) ,u(A) +g,(B) u(A) + g (B) 

I explained, using the example above, that this formula makes U(A v B) the expectation 
of utility given that A v B is true. The measure v is best thought of as a convenient 
construction, the product of utility and probability. 

Notice that the averaging condition rules out propositions (other than F) that have 
probability zero. For if A, B E Y', A > B and p (B) = 0, we shall have from equation (3) 
that U(A v B) = U(A), contrary to the averaging condition. The measure , is therefore 
strictly positive (so U is well-defined on 9"). Bolker (1967, p. 337) defends this assumption 
by saying that propositions to which a person assigns probability zero can simply be left 
out of Y. This may be all right for a single person. But in Section 6, I shall be assuming 
that everyone's preferences and social preferences are defined on the same field 5/. So 
there is a substantive assumption implied here: that all these different preferences attach 
zero probability to the same set of propositions. 

Notice too that, for a similar reason, the averaging condition rules out infinite values 
for v(A). 
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Bolker's Uniqueness Theorem. Let ,, ,u' be probability measures and Ii, v' signed 
measures on a complete atomless Boolean algebra 9l'. Then ,u, v represent the samepreferences 
as u', v' if and only if 

vI = av + b,u 

and (4) 

,u'= cv + d,u 

where 

ad -bc>O 

cv(T)+d = 1 (5) 

and 

cv(A) + d,(A)>0 for all A in 9'. 

The transformation of ,u, v to ,k', v' transforms utility U to 

U'v av +b,u aU+b (6) 

,u' cv+d,u cU+d 

This is a fractional linear transformation. The Bolker-Jeffrey theory, then, allows a wider 
range of transformations for utility than other expected utility theories. It also allows 
transformations of probabilities, which other theories rule out. 

Bolker (1967,1974) and Jeffrey (1983, p. 161) have given an explanation of why 
other theories determine utilities and probabilities more tightly than theirs does. Other 
theories use a richer body of preferences as data on which to construct utilities. Preferences 
are defined on all prospects in which outcomes are assigned to arbitrary states of nature 
or assigned arbitrary probabilities. As I explained, such gambles may be causally imposs- 
ible. In the Bolker-Jeffrey theory prospects always retain their own probabilities; when 
prospects are combined in a disjunction the probabilities are simply made conditional. 
It turns out that utilities and probabilities are then more loosely determined. 

There is one case, however, where probabilities cannot be transformed and utilities 
are confined to a positive linear transformation only. This is where the range of U on 
9" is unbounded above and below. Condition (5) requires that cU(A) + d > 0 for all A 
in Y'. If U is unbounded above and below this is possible only if c =0. Then by (5) 
d = 1, and by (6) U'= aU+ b. So any transform of U is also unbounded above and 
below. I shall call preferences unbounded if they are represented by a utility function 
that is unbounded above and below. 

Other decision theories rule out unbounded utilities as impossible. In effect, this is 
because of the St. Petersburg Paradox. Given a sequence of prospects with unbounded 
utilities, one can construct out of them a gamble that has infinite utility. This is what the 
St. Petersburg game does. And an infinite utility cannot be accommodated within the 
theory. But to construct such a gamble one needs to assign each outcome an artificially 
chosen probability. And this, as I have explained, is not allowed in the Bolker-Jeffrey 
theory. So unbounded utilities are not ruled out (see Jeffrey (1983, pp. 150-5)). 

Indeed, in the Bolker-Jeffrey theory utility functions that are unbounded either above 
or below are nothing out of the ordinary. They can always be transformed into bounded 
functions by a suitable choice of coefficients in equation (4). And any utility function 
that does not attain its upper or lower bound can be transformed into one that is unbounded 



486 REVIEW OF ECONOMIC STUDIES 

above or below (Jeffrey (1983, p. 106)). This makes it clear that unboundedness need 
not imply extreme desirability, whatever that might mean. 

Functions that are unbounded above and below are in a different class, because they 
cannot be transformed into bounded functions and they permit no transformation of 
probability. But one thing that is missing, I think, from Bolker's and Jeffrey's accounts 
of their theory is a characterization of unbounded preferences. What must be special 
about preferences to make their utility representation unbounded above and below? One 
feature they must have is to possess no top and no bottom: no prospect preferred or 
indifferent to every prospect and no prospect to which every prospect is preferred or 
indifferent. But it is not only unbounded preferences that have this feature. And it is 
not clear what extra feature unbounded preferences must have. Jeffrey (1983, p. 142) 
gives a necessary and sufficient condition for preferences to be unbounded, but it is 
intuitively opaque. 

Throughout this paper I shall adopt the convenient normalization that 

v(T) = v'(T) =0. 

Since ut is a probability measure 

g(T)=V'(T)= 1. 

From (4) 

v'(T) = av(T) + b, (T) 

and 

11'(T)= cv(T)+d1da(T). 

So b =0 and d= 1. Then (4), (6) and (5) become 

v'=av 

,u'= cv+,u 

and (7) 

= aU 
cU+1 

where 

a>0 

and (8) 

cv(A)+p,(A)>0 for all A inY. 

I shall call a transformation legal if it meets these conditions. 

5. DECISION VERSUS VALUATION 

Consider this "twin prisoners' dilemma" (Lewis (1979)). You and your twin are facing 
a prisoners' dilemma. Table 2 shows the benefits (money, say): first in each bracket is 
your benefit, then hers. 
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TABLE 2 

Your twin 

You Acts nice Acts nasty 

Act nice (5,5) (0,7) 
Act nasty (7,0) (1, 1) 

There is no love lost between the pair of you, and you are going to act entirely 
self-interestedly. But she and you think very much alike, and you know this. So you 
know that if you act nice she will probably act nice too, and if you act nasty she will 
probably act nasty too. 

Let A be the proposition "You act nasty" and B "Your twin acts nasty". You know 
that the probability of B given A, u (A A B)/Iu(A), is high. In Bolker-Jeffrey theory, 

U(A) = U(A A B)pu(A A B)/pu(A) + U(A A - B)u(A A - B)/u(A). 

So if u (A A B)/Iu(A) is high, U(A) is near U(A A B). Similarly, if C is "You act nice" 
and D is "Your twin acts nice", U(C) is near U(C A D). But U(C A D) is well above 
U(A A B) because C A D gets you 5 and A A B only 1. So U(C) will be above U(A). 

This suggests you ought to act nice. But to most people (an exception is Horgan 
(1981)) this seems to be an incorrect conclusion. Whatever your twin does, you do better 
by acting nasty. Acting nasty is a dominant strategy, so that acting nice is irrational. 
Bolker-Jeffrey theory seems to come to the wrong conclusion in this case. Its mistake is 
fairly plain. Acting nice gives you evidence that your twin will probably act nice too, 
because she is like you. In a sense, then, it makes it probable that she will act nice, and 
so give you a good result. That is why the theory gives acting nice a high utility. But 
your acting nice does not have any causal influence on how she acts. And that is what 
counts in deciding what to do. The theory seems to have muddled evidence with cause. 

Examples like this have led to a resurgence of "causal decision theory" (e.g. Gibbard 
and Harper (1978), Lewis (1981), Skyrms (1982)) in opposition to the "evidential" 
Bolker-Jeffrey theory. Savage's theory is the leading example of a causal decision theory. 
In Savage's theory there must be states of nature whose probabilities are independent of 
actions. Faced with the twin prisoners' dilemma, a follower of Savage has two alternatives. 
She may decline to apply the theory at all, perhaps taking the general view that decision 
theory does not apply to games. Or she may pick some things to serve as states of nature. 
She may, for instance, take your twin's acts as states of nature from your point of view. 
They will then have to be assigned probabilities independent of your own acts. And 
whatever probabilities they are assigned, acting nasty will come out with a higher expected 
utility for you. Either way, Bolker-Jeffrey theory's incorrect conclusion is avoided. So, 
on the face of it at least, we have here a weakness in Bolker-Jeffrey theory, and one that 
causal decision theory does not share. 

It is a serious weakness, too, because situations like the twin prisoners' dilemma are 
common in practice. Many free-rider problems have the structure of a prisoners' dilemma. 
And in many of them the participants, though not twins, are similar enough for their 
behaviour to be quite closely correlated. For instance, suppose I, considering my own 
interest only, am wondering whether to join a union. If a lot of people join, we shall all 
be better off because we shall win benefits. But, however many people join, I should 
always be better off not joining, because I should get the benefits anyway, and save the 
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dues. I am much like other people, though. So if I join, many other people will probably 
do so too. The argument I gave for the twin prisoners' dilemma applies here too. 
Bolker-Jeffrey theory therefore seems to say I should join. But actually, most people 
would think, if I am concerned with my own interest only, I should not. 

A government, too, may face dilemmas that raise the same difficulty. Take a govern- 
ment faced with a public that has rational expectations. It is wondering whether or not 
to expand the money supply. Table 3 shows how the effects of its actions will depend 
on what the people expect. 

If the government expands the money supply, the people will probably have predicted 
that, so the result will be inflation. If it does not expand it, they will probably have 
predicted that too, so the result will be no change. Bolker-Jeffrey theory, then, will assign 
a higher expected utility to not expanding. It suggests this is the right thing to do. 
Dominance reasoning, however, shows that the right thing is to expand. That, at any 
rate, is the conclusion of most authors who have considered this "time-inconsistency 
problem" (e.g. Barro and Gordon (1983)). This government's dilemma has exactly the 
form of the "Newcomb problem" (Nozick (1969)), which first led to the renewed interest 
in causal decision theory. (The connection between the time-inconsistency problem and 
the Newcomb problem was noticed by Frydman, O'Driscoll and Schotter (1982).) 

There may be ways for Bolker-Jeffrey theory to overcome the weakness I have been 
describing (see Eells (1982), Jeffrey (1987)). But in any case, it is only a weakness when 
the theory is taken literally as a theory of decision. If it is taken as a theory of valuation, 
there is no problem. Although, in the twin prisoners' dilemma, you ought to act nasty, 
it would nevertheless be better for you, in a natural sense, if you acted nice. If, for 
instance, you were to learn in some way that you were going to act nice, you would be 
justifiably pleased (see Jeffrey (1983, p. 82-83)). That news would tell you that your twin 
would probably do the same, so that the outcome would probably be a good one. In the 
other example, it would be better, in a natural sense, if the government kept the money 
supply constant. This is what the Bolker-Jeffrey theory says, and it makes good sense. 
It is, furthermore, a sense that causal decision theory cannot recognize. So here, as a 
theory of valuation, Bolker-Jeffrey theory has the advantage. 

Valuation must be connected with decision in the end. The point of making valuations 
is to supply reasons for deciding one way or another when there is a decision to be made. 
But the connection need not be immediate. For instance, before it comes to a decision 
in some matter, a government may need to make complicated calculations about how 
good or bad the alternatives are for the people. In these calculations it may be appropriate 
for it to take "good" and "bad" for the people in a sense that is not directly connected 
with decisions the people make. So there is nothing wrong in general with separating 
value from decision. And it is useful in our context. 

Let us ask: which sort of expected utility theory is it appropriate to apply to the 
Utilitarian Theorem-a theory of decision or a theory of valuation? The right one to 

TABLE 3 

Expected action 

Government's action Do not expand Expand 

Do not expand No change Depression 
Expand Increased employment Inflation 
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pick is the one that makes the best sense of the theorem's assumptions: coherence and 
the Paretian assumption. 

The Utilitarian Theorem is about individual and social preferences. The notion of 
preference is elastic, and we can interpret it as best fits the theorem. In one sense, a 
rational person in the twin prisoners' dilemma will prefer the prospect of acting nasty, 
since this is what she ought to do. In another sense, she will prefer the prospect of acting 
nice, since that would be better for her. Let us call these the "decisional" and "valuational" 
senses of "prefer". The same distinction applies to social preferences too. Of two 
alternatives, the one that is socially preferred in the decisional sense is the one the 
government should choose if it has the choice. The one that is socially preferred in the 
valuational sense is the better one. (This distinction is more thoroughly examined in 
Broome (1989).) 

Suppose we pick the valuational interpretation. Bolker-Jeffrey theory suits this 
interpretation, and we can expect individual and social preferences, under this interpreta- 
tion, to be coherent according to Bolker-Jeffrey theory. What about the Paretian assump- 
tion? Look again at the twin prisoners' dilemma. Under the valuational interpretation, 
you prefer the prospect of your acting nice to the prospect of your acting nasty. Obviously 
your twin prefers that too. So the Paretian assumption requires that your acting nice 
should be socially preferred to your acting nasty. And this seems quite right in the 
valuational sense: it would indeed be better if you acted nice. All the assumptions of 
the Utilitarian Theorem, then, work well under the valuational interpretation. This means 
that Bolker-Jeffrey theory suits the theorem. 

Suppose, alternatively, we pick the decisional interpretation. Savage's theory suits 
this interpretation, and we can expect individual and social preferences, under this 
interpretation, to be coherent according to Savage's theory. What about the Paretian 
assumption? Well, I can find no way of setting up an example like the twin prisoners' 
dilemma so as to give worthwhile scope to the Paretian assumption. I said that Savage's 
theory can get a grip in the example by treating your twin's acts as states of nature from 
your point of view. Given that, your acts can be thought of as prospects, and acting 
nasty has a greater expected utility than acting nice. But to apply the Paretian assumption, 
we need both players to have preferences over the same prospects. This means we need 
to define states of nature that are the same for both. And however this is done, prospects 
will have to be joint acts: yours and your twin's. Your own acts will not be prospects 
on their own, so it will no longer be possible to say that your acting nasty has a greater 
expected utility for you. I conclude, then, that if we want to apply the Utilitarian Theorem 
to examples like this, the decisional interpretation will get us nowhere. 

But the valuational interpretation works. I think this shows, at the very least, that 
this interpretation is as good as the decisional one for the purposes of the Utilitarian 
Theorem. But the objections I raised to the Bolker-Jeffrey theory earlier in this section 
only apply when it is taken as a theory of decision. Taken as a theory of valuation, 
Bolker-Jeffrey theory is in good shape. It is therefore appropriate to apply it to the 
Utilitarian Theorem, and Section 3 of this paper offered a good reason for doing so. 

6. THE UTILITARIAN THEOREM IN THE BOLKER-JEFFREY THEORY 

Let 9' be a complete atomless Boolean algebra. Let its unit be T and its zero F. Let 
5f' = y-{F}. Let there be h + 1 preference relations> l, >2, . > h, >g on Y'. Write 

I=,., h} and I+={1,_, h}u{g}. 
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Assumption 1. For all i E I, >i is coherent. 

Assumption 2. >9 is coherent. 

Given these assumptions, Bolker's Existence Theorem tells us that for each i E I' there 
is a probability measure ,i and a signed measure Pi such that, for all A, B in 5?' 

Pi j(A) Pi i(B) if and only if A >i B. 
/.L,(A) -i /L(B) 

I explained in Section 3 that A,i is strictly positive and Pi finite. For each i E I' normalize 
Pi to make Pi'(T) = 0. Write Ui(A) = Pi(A)/ Ai(A). 

Some definitions: 

g is Paretian if an only if, for all A and B in 9?, 

if A :i B for all i E I then A g B, and (9) 

if A>iB for all iGIandA>iB for some iIthenA> g B. (10) 

g is utilitarian if and only if for each i E I+ there is a legal transform U' of Ui such that 

Ug(A)=zEiE, U;(A) for all AE?5'. 

> is unbounded if and only if, for all n = 1, 2,. . . there are A' and B' in 5?' such that 
Ui(A')> n and Ui(B') <-n. 

I shall assume: 

Assumption 3. 9 is Paretian. 

Assumption 4. For all i E I there is an Ai ( E5' such that Ai j T for all j E I - { i} 
but not Ai ,i T 

Assumption 4 requires, firstly, that no one is entirely indifferent between all propositions. 
And secondly it requires some minimal independence between different people's prefer- 
ences. 

Theorem 1. Under Assumptions 1-4, for each i E I there is a number ei > 0 such that 
for all A in 99X 

vg (A) i=- EI eiPi (A). (11I 

The proof of this theorem and all other proofs appear in Appendix B. 
Now suppose that there is probability agreement, or more exactly that all probabilities 

can be transformed into agreement. That is, suppose for each i I+ there is a legal 
transform , of ,i such that Au(A) = Au(A) for all i G=I and all AG S'. Then for each 

iGE I take the ei from Theorem l and let v = eivi. Let vg = Pg. These are legal transforma- 
tions. Then 

U' (A) Pg g (A) - g(A) ey P(A) 

P'(A)A 

= i -iEiE U'(A). EiEI 
(A) 

So we have this 

Corollary to Theorem 1. Under Assumptions 1-4, >g is utilitarian iffor each i I+ 
there is a legal transform A of Ai such that Au(A) = ,ug(A) for all i G I and all A G Y'. 
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Probability agreement, then, is a sufficient condition for the Utilitarian Theorem. 
(Actually, the converse of the Corollary is also true, although that is not proved in this 
paper. Probability agreement is a necessary and sufficient condition for social preferences 
to be utilitarian.) 

To establish the Utilitarian Theorem, then, we would only need to establish a version 
of the Probability Agreement Theorem: that individual and social probabilities can be 
transformed to make them all equal. Assumptions 1-4, however, are not enough to ensure 
that this is true. The most that can be said is that the individual and social preferences 
must all agree about the probabilities of propositions that everyone finds indifferent to 
T. (These probabilities cannot be transformed anyway.) Let g- be {A E .9": A i T for 
all i E I}. 

Theorem 2. Under Assumptions 1-4, ai (A) = jig(A) for all i E I and all Ae EY. 

But outside T it may not be possible to transform probabilities into agreement. 
Consequently the Utilitarian Theorem can fail. Examples 1 and 2 in Appendix A are 
counterexamples. Before we can prove the Utilitarian Theorem we shall need two major 
new assumptions: 

Assumption 5. For all i E I and all A E Y' there is a B E Y' such that 

B iA and B1jT forall jI-{i}. 

Assumption 6. For all i E I, >i is unbounded. 

Assumption 5 says that there are propositions over the whole range of i's preferences, 
from top to bottom, that everyone else considers indifferent to T. It says that the different 
people's preferences are independent of each other in a sense. I shall discuss this 
independence assumption and Assumption 6 in Section 7. Assumption 4 contains a 
minimal independence assumption of the same sort. Note that Assumptions 5 and 6 
together imply Assumption 4. 

Granted assumptions 5 and 6, the Probability Agreement Theorem can be proved: 

Theorem 3. Under Assumption 1, 2, 3, 5 and 6, ui (A) = jig(A) for all i E I and all 
A e= 9'. 

(This says probabilities actually agree, not merely that they can be transformed into 
agreement, because under Assumption 6 probabilities cannot be transformed.) From 
Theorem 3 and the Corollary to Theorem 1, the Utilitarian Theorem follows immediately: 

Theorem 4. Under Assumptions 1, 2, 3, 5 and 6, > g is utilitarian. 

7. CONCLUSIONS 

The Utilitarian Theorem, as I described it in Section 1, says that if individual and social 
preferences are coherent (Assumptions 1 and 2), and if social preferences are Paretian 
(Assumption 3), then it follows that social preferences are utilitarian. Theorem 4 tells us 
that Assumptions 5 and 6 are sufficient for the truth of this theorem. 
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Neither would be sufficient on its own. This is shown by the counterexamples 
contained in Appendix A. Example 1 satisfies Assumption 5 and Example 2 satisfies 
Assumption 6, and both examples satisfy Assumptions 1, 2 and 3. But in neither example 
are social preference utilitarian. 

Nevertheless, neither Assumption 5 nor Assumption 6 is a necessary condition for 
social preferences to be utilitarian, even given Assumptions 1, 2 and 3. There are therefore 
sufficient conditions that are weaker than Assumptions 5 and 6 together. Indeed, we 
already know some from the Corollary to Theorem 1: the condition that all probabilities 
are in agreement (or can be transformed into agreement) and the very weak Assumption 
4 are together sufficient for social preferences to be utilitarian, given Assumptions 1, 2 
and 3. And probability agreement is, in a sense, the weakest possible condition, because 
it is actually necessary. But, if we are interested in finding weaker sufficient conditions 
than Assumptions 5 and 6, probability agreement is not what we are looking for. To 
assume agreement about probabilities from the start would be to give up the generality 
we gained by allowing for subjective probabilities in the first place. The Probability 
Agreement Theorem, I explained in Section 2, is important in its own right. What we 
are looking for are conditions that, together with Assumptions 1, 2 and 3, are sufficient 
to force probabilities into agreement: sufficient conditions for the Probability Agreement 
Theorem, that is. These conditions will then be sufficient for the Utilitarian Theorem too. 

Ideally, one might hope for conditions that are so weak as to be actually necessary 
(given Assumptions 1, 2 and 3) for probability agreement. But if these are to be, like 
Assumptions 5 and 6, conditions on individual preferences only, this hope is a vain one. 
There are no conditions on individual preferences that are necessary for probability 
agreement, except for conditions that are trivially necessary. (By a "trivially necessary" 
condition, I mean one that follows from probability agreement itself and nothing else. 
For example: that any two people agree about probabilities.) People's probabilities could 
just happen to agree with social probabilities, whatever their preferences might be like 
in other respects. To see this, suppose we had a condition P on individual preferences 
that, given Assumptions 1, 2 and 3, was non-trivially necessary for probability agreement. 
Let A be probability agreement; more exactly, let A be the proposition that individual 
and social probabilities can be transformed into agreement. Then 1, 2, 3 and A together 
imply P. But P must not be implied by A alone; that would make it trivially necessary. 
So it must be possible for A to be true and P false. Take a situation where A is true. 
Assumptions 1 and 2 must also be true, because without them (coherence of the individual 
and social preferences) A does not even make sense: individual and social probabilities 
are not defined. For each person, pick probabilities that agree with social probabilities, 
and, using these probabilities, pick a utility function that represents her preferences. Let 
the "cooked-up social utility function" be the sum of all these functions. This function 
will define "cooked-up social preferences" that are coherent and Paretian. The social 
preferences in the given situation may be different from these. But imagine a situation 
that has the same individual preferences, and where the social preferences are these 
cooked-up ones. In this imaginary situation, conditions 1, 2, 3 and A would all be true. 
P would therefore be true because these conditions imply P. But P is a condition on 
individual preferences, which are the same in the imaginary situation as in the given one. 
So P is true in the given situation too. Whenever A is true, therefore, P is true. And 
that contradicts what we assumed. 

There are, certainly, conditions involving social preferences that are non-trivially 
necessary and non-trivially sufficient for probability agreement, given Assumptions 1, 2 
and 3. Here is one: either social preferences are Paretian and there is probability 
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agreement, or social preferences are not Paretian and there is not probability agreement. 
But I take it that adding further condition on social preferences would not leave us with 
anything recognizable as the Utilitarian Theorem. The idea of this theorem, I take it, is 
to derive the remarkable conclusion that social preferences are utilitarian from just those 
two particular conditions on social preferences: that they are coherent and Paretian. 

So there is not much point in looking for necessary conditions. One might find 
sufficient conditions that are weaker than Assumptions 5 and 6. But my own belief, born 
out of work on the proof and counterexamples, is that no weaker conditions would be 
simple enough and general enough to be interesting. For the moment, at least, our trust 
in the Utilitarian Theorem will have to be based on the conditions we have available: 
Assumptions 5 and 6. How plausible are they? 

Assumption 5 is very demanding. The values people assign to prospects are likely 
to be correlated to some extent. A nuclear war, for instance, comes near the bottom of 
most people's scales of preference. But Assumption 5 requires there to be some prospect 
that is just as bad as this for one person, but that other people regard with equanimity. 
This is implausible. I doubt the Utilitarian Theorem could be proved on the basis of a 
much weaker independence assumption than this. My proof depends crucially on the 
existence of propsects that are very good or very bad for one person and neutral for 
everyone else. So I doubt if the objectionable feature of Assumption 5 could be eliminated. 

Other versions of the Utilitaria'n Theorem, within other versions of decision theory, 
also rely on independence assumptions of the same sort. Harsanyi's (1955) original 
version took probabilities to be objective. A more rigorous proof with objective prob- 
abilities has been published by Peter Fishburn (1984). Fishburn assumes that for each 
person i there are prospects Ai and Bi such that Ai >i Bi and Ai =j Bi for all j other 
than i. This is a very weak independence assumption. Indeed, it is equivalent to my 
Assumption 4. My Corollary to Theorem 1, which assumes probability agreement, 
corresponds closely to Fishburn's theorem. It, too, requires Assumption 4. 

Peter Hammond (1983) assumes implicitly that the range of the vector 
(ull, u12,. . ., u21,. . . Uhn), where ui, is person i's utility in state of nature r, is a product 
set ISir, where Sir is the range of Uir. This means that one person's utility in one state 
can move over the whole of its range whilst the utilities for every other person-state pair 
remain constant. This is an extremely strong independence assumption. Other proofs 
use even stronger ones. Robert Deschamps and Louis Gevers (1979) assume that the 
range of (ull, u12,. . ., u21,. . . Uhn) is the whole of Euclidean space. Hammond's earlier 
proof (1981) helps itself to variations in Uir without any constraint. However, there is 
reason to think that strong independence assumptions can be dispensed with. In his 1983 
proof Hammond required the range of utilities to be a product set because he made use 
of a theorem of W. M. Gorman's (1968) that assumes a range of this shape. But Gorman 
tells me his theorem could be proved on the basis of a much weaker assumption about 
the range. So Hammond's proof could actually be founded on a much weaker indepen- 
dence axiom. 

It seems, then, that the need for a very strong independence assumption in proving 
the Utilitarian Theorem may be confined to Bolker-Jeifrey expected utility theory. 

The need for Assumption 6, the unboundedness assumption, is also confined to this 
theory, because it makes no sense in other theories. But one might also say that an 
assumption with the same role is already implicit in other theories. The effect of Assump- 
tion 6 is to cancel out a sort of extra generality that the Bolker-Jeifrey theory initially 
possesses beyond other expected utility theories: the wider range of utility transformations 
it allows. When preferences are unbounded, only linear transformations are possible, as 
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in other theories. I did not expect this conclusion. I expected that having a wide range 
of utility functions available for representing preferences would actually make it easier 
to find a social utility function that is the sum of individual functions. But the opposite 
is true. This suggests to me that a tight determination of utilities may be playing a part 
in making the Utilitarian Theorem work in other versions of expected utility theory too. 
As I explained in Section 4, this tight determination is the result of supposing that a 
person has preferences over arbitrarily constructed gambles, including gambles that are 
causally impossible. It may be, then, that social preferences are forced to be utilitarian 
only because we insist that they should be coherent and Paretian over gambles that are 
causally impossible. This is some reason to be cautious about the theorem. 

It is not easy to assess the plausibility of Assumption 6 itself: that everyone's 
preferences are unbounded. I said in Section 4 that Bolker and Jeffrey have not made it 
clear just what unbounded preferences are like. So it is hard to know whether to expect 
them to be common or uncommon. But to assume that everyone's preferences are 
unbounded does seem, at least, to be asking for a large coincidence. 

I conclude, then, that the Utilitarian Theorem, though it can be proved within the 
Bolker-Jeffrey theory, needs to be treated with caution. 

In another article (Broome (1987)) I have reinterpreted the theorem in terms of a 
person's good, rather than her preferences. A person's utility I take to represent her 
"betterness relation" 

- is at least as good for the person as _ 

instead of her preference relation 

- is preferred or indifferent to _. 

But, as that article explains, the notion of betterness applied to uncertain prospects 
presupposes probabilities that are the same for everyone. The reinterpreted theorem 
therefore does not require Assumptions 5 and 6. It is shown to be true by the Corollary 
to Theorem 1. This requires only Assumption 4, the weakest of independence assumptions. 
I therefore have faith in the reinterpreted theorem. 

APPENDIX A: COUNTEREXAMPLES 

The examples below satisfy all the conditions of Theorem 4 except, for Example 1, Assumption 5 and, for 
Example 2, Assumption 6. But in both examples the theorem fails. I need to set up some preliminaries before 
coming to the examples. 

The examples need to consist of preferences defined on a complete atomless Boolean algebra. The algebra 
I shall use-unfortunately no simpler one exists-is defined as follows. Let fl be the unit interval [0, 1] and 
let A be Lebesgue measure on fl. Take the set of Lebesgue-measurable subsets of fl, and let ? be the partition 
of this set into equivalence classes of sets that differ only by a set of measure zero. Then ? is a complete 
atomless Boolean algebra. 

A complete Boolean algebra 9' on which a strictly positive measure (a measure u such that ,u(A)> 0 for 
all A in Y other than F) exists is called a measure algebra (see Sikorski (1960, p. 149)). The algebra described 
above is the measure algebra of A. 

There is a way of showing legal transformations geometrically that will be useful (see Bolker (1966 pp. 
304-306)). Let N be the vector space of measures on Y. In N the non-negative measures form a convex cone 
M. Let M be the convex cone of non-positive measures, and N the set of strictly signed measures (measures 
that are neither non-negative nor non-positive). Since u is a probability measure, it is in M and is distinct 
from 0. If v = 0, then U(A) = 0 for all A in 9", and all propositions are indifferent. Let us assume this is not 
so. Then there is an A in 9" such that v(A) $ 0. But v(A) + v(-A) = v(A v - A) = v(T) = 0. So v(A) = -v(-A). 
Therefore v is a strictly signed measure. The measures u and v consequently form a basis for a two-dimensional 
subspace of N. And u' and v' given by (7) form another basis for the same subspace. This subspace is shown 
in Figure 1. All legal transforms lie on the dashed lines. 
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Consider the measures iT = uu- v for all u in the range of U on Y'. We shall see that what makes these 
measures useful is this: for any A in Y', if u = U(A) then TU (A) = 0. This is true because TU (A) = u,u(A) - v(A) = 

,u(A) [ u - v(A)/ ,u(A)] = ,u(A)[ u - U(A)] = 0. In Figure 1 these measures lie along the dotted line. The next 
paragraph proves that the line extends from the frontier of M to the frontier of M but no further. (It may or 
may not include the frontier points, depending on whether or not U attains its bounds.) 

First, irU = uu- v is a strictly positive or a strictly negative measure if and only if u is outside the range 
of U on Y'. For if irU is strictly positive or strictly negative there is no A E Y' such that irU(A) = 0, no A, that 
is to say, such that U(A) = u. And if iTU is neither strictly positive nor strictly negative, there are A and B in 
Y' such that iTU(A)?_0 and iTU(B)?'0O Then U(A)-' u and U(B) _U. But the range of U on Y' is an interval 
(Bolker (1966, p. 294, Lemma 1.12)), so there is a C E 9" such that U(C) = u. Next, if there is a u^<u such 
that iTu is a non-negative measure then ii" is a strictly positive measure. For any A E 9" has ii(A) _?0, and 
so irU(A) = iru(A) + ( u - u^),u(A) > 0 because ,u(A) >0O. Similarly, if there is a u u such that ii- is a non-positive 
measure then 7rU is a strictly negative measure. 

If U is unbounded above and below, the plane spanned by ,u and v meets M and M in a single line. It 
is shown in Figure 2. 
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FIGURE 2 
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Example 1. Let Q1 be the unit interval [0, 1], let A be Lebesgue measure on Q, let - be the measure 
algebra of A, and let .' = Y - { F}. Let there be two people. Let the various measures be as follows. For all A E a, 

vI(A) = fi(x)dA(x) wheref1(x)=-1 for O'x<2 

=1 for<x-<1 

and 

v2(A)= f2(x)dA(x) wheref2(x)=-1 for0Ox<1and-<x_1 

=1 for41x<4. 

Pg = 2( PI + P2), 

Lg = A +4(VI-V2). 

Consider the measures 
lT 

= Ull - 
PI, ITU2= 

2-2 and irug = ug Ag-vg, where u1,u2 and ug are 
respectively members of the ranges of U,, U2 and Ug on ". (These ranges are all the interval [-1, 1].) All 
these measures are contained in a single two-dimensional plane in the vector space of measures of Y. This 
plane is shown in Figure 3. 

T ug P2 N 

FIGURE 3 

I shall show first that the social preferences in this example are Paretian. Take A and B in ? such that 
A =I B and A =2 B. Let ul = UJ(A) = Ul(B) and let u2 =U2(A) = U2(B). Then IrTu(A) = ir'"(B) = "r 2(A) = 

ITU2(B) =0. The measures ff-ul and rfU2 are shown in Figure 3. Whatever the values of ul and u2 within the 
range of U1 and U2, there is a ug (specifically 2(ul + u2)/(4+ ul - U2)) within the range of Ug such that vTg is 

a convex combination of Tul" and TU2. For this ug, g (A) = 0= ug(B). So Ug(A) = ug = Ug(B). That is to 
say, A =gB. This shows that condition (9) of the Paretian assumption (Section 6) is satisfied. Furthermore ug 
plainly increases with u1 and u2. This shows that condition (10) is satisfied. 

And next I shall show that the social preferences are not utilitarian. I explained that all the legal transforms 
of Au lie in the subspace spanned by Al and v1. All the legal transforms of /L2 and /Lg lie, respectively, in the 
subspaces spanned by ,12 and v2, and by /1g and Pg. But these three subspaces have no non-zero vector in 
common. So the probabilities cannot be transformed to bring them into agreement. Consequently the social 
preferences are not utilitarian. But since I have not proved that agreement in probabilities is a necessary 
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condition for social preferences to be utilitarian, I need to give a further proof of this. If the social preferences 
were utilitarian there would be legal transforms U', U' and U' of U1, U2 and Ug such that U' = U+ U'. 
That is to say there would be coefficients al, a2, ag, cl, C2, and cg, all satisfying conditions (8), such that 

ag Ug (A) a aU,(A) a+ a2U2(A) for all A E X. (12) 
CgUg(A)+l cU,(A)+l C2U2(A)+lI 

Tabulated below are the utilities of six intervals in ?. 

Ul U2 Ug 

[O, 4] -1 -1 -1 
[4,] -1 1 0 
[021,4] 1 1 1 

[4,l] 1 -l 0 
[0,2] -1 0 _2 
[4,1] 1 0 

Substituting these values into equation (12) gives six equations in the five unknowns al/ag, a2/ag, cl, c2 and 
cg. A little algebra shows that no values for the unknowns can satisfy all six equations at once. 

Finally I shall show that the example satisfies Assumption 5. This assumption requires that for any u, in 
the range of U1 there is a B E 2' with U1(B) = u1 and U2(B) = 0. Consider the vector-valued measure (,u,, Vi', V2). 

For [0, 2] and [2, 1] respectively, this takes on the values (2, -2, ?) and (2, 2, ?). By Liapounoff's Theorem (see 
Appendix B) there is some B E S' for which it takes on the value (2, 'u,, O) for any u, in the range -1 _ u, _ 1, 
which is the range of U1. This B has U,(B) = u, and U2(B) = 0. 

This example shows that coherent Paretian social preferences need not be utilitarian. This refutes the 
Utilitarian Theorem, and undermines whatever support it may give to utilitarianism. The theorem claims that 
coherent Paretian social preferences just have to be utilitarian. However, although the given social preferences 
are not utilitarian, it is possible to find some that are. Simply change Atg to A and leave vg unchanged. So in 
this example utilitarianism is possible. In Example 2, on the other hand, there are coherent Paretian social 
preferences, but no utilitarian social preferences are possible. 

Example 2. Let t and A be as in Example 2. Define the measure p by 

p(A) = [log (x)-log (1 -x)]dA(x) for all A S. 

A Ip=,U-VI 

A\= fLg- Vg 

lIg "g 

7Tut NTg 

- U2 

.'-VI 

FIGURE 4 
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Let 

,i (A) = (I + x)dA (x) for all A E Y, 

2(A) = J(3-x)dA (x) for all A E t, 

15g = A, 

PI= p -A + l, 

2= p -A+ lA2, 

'g P= 

The measures ur,A =,u - vl, 2 = 2 - V2 and irgug = uglg - vg are once again confined to a single plane. 
It is shown in Figure 4. This time the ranges of U,, U2 and Ug are unbounded above and below, because p 
is unbounded above and below. So the example satisfies Assumption 6. 

Take any A in .'. Let u, = U1(A)= l+[p(A)-A(A)]/A,u(A), and u2= U2(A)= 1+[p(A)-A(A)]/,u2(A). 
Since t,s(A)>0 and A2(A)>O, (u1-1) and (u2-1) have the same sign. In Figure 4, 7Tu and 1r'2 are both 
above, or both below, or both at (A - p). The same argument as I used for Example 1 shows that social 
preferences are Paretian. But they are not utilitarian because only linear transformations of utilities are legal, 
and there are no linear transformations that make Ug the sum of U, and U2. 

APPENDIX B: PROOFS 

The proofs in this appendix depend on a theorem of Liapounoff's, which is proved by Bolker (1966, p. 295): 

Liapounoff's Theorem. The range of a vector-valued measure on an atomless measure algebra is convex. 

A measure algebra is a complete Boolean algebra on which a strictly positive measure exists. Bolker's Existence 
Theorem shows that, under the conditions of that theorem, 9f is an atomless measure algebra. So Liapounoff's 
Theorem applies to f, 

Proof of Theorem 2. Let y be the vector-valued measure (k I. . .,, Ag v, I. Vh, Zig) and let r be its 
range on Y. r contains 0 and also y(T)=(,u1(T),..., Ah(T), lxg(T), v1(T),...,vh(T), vg(T))= 
(1 . . .,11, 1, 0 ... O, 0). So because r is convex by Liapounoff's Theorem, it contains (p, ... p, p, 0, 0, 0) for 
any real p with o_ p c 1. 

By Assumption 3, if A "IT for all i E I, then A - T. So for any A E Y', A is in I if and only if vi(A) = O 
for all i E I+. I shall show that if A is in If and Asg(A) = p then Ai (A) = p for all iE I. Suppose for some i E I 
mi (A)#p. Let Ai be as defined in Assumption 4, so that vi(Ai)?O but vj(Ai)=O for all jv I-{i}. I have 

shown in the previous paragraph that there is a B in SI such that A,u(B) = ,ug(B) = p. By a lemma of Bolker's 
(1966, p. 300, Lemma 3.1) there are mutally contrary elements A', A', B' of 9' such that y(A') = y(A)/8, y(A) = 

y(A,)/8 and y(B')= y(B)/8. In particular vj(A')= zj(B') =O for all jE I+, vj(A9 )=O for all jE I-{i}, but 
vi(A) $0. Also pug(A') = .tg(B') = p/8, and ,ui(B') = p/8 but /si(A') $ p/8. Consider the disjunctions of con- 
traries (AX v A') and (A' v B'). For all je I-{i}, (A' v A') -j (A' v B') because 

vj(A! v A') = vj(A!) + vj(A') = 0 = vj(A!) + vj(B') = vj(A v B'). 

Also (A! v A') -g (A! v B') because 

Ug(A' v A') = vg(A,)+ vg(A') = vg(A9 + vg(B') = Ug(AtvB 

Lg (A)+/Lg (A') Lg (A +/.Lg(B') 
I 

But it is not true that (AX v A') -i (AX v B') because 

v1 (A)+ v,(A') Pi(A')+ v,(B') 

LJ,(A! vA') = $= U.(A' vB'). 

And this contradicts Assumption 3. 

The proof of Theorem 3 is based on the following Lemma. The Lemma requires only Assumptions 1-4, 
and it also supplies a proof for Theorem 1. (A shorter proof of Theorem 1 is available, but not given here.) 

Lemma. Let y be the vector-valued measure (I,u.. h., /5h ,Ig', vl,.V., Ph, Vg), taking values in R2h?2. Let 
r be its range on 9. Let H be the subspace of R2h+2 defined by vi = 0 for all i E I. Let L be the one-dimensional 
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subspace spanned by y(T) = (1,...1, 1,0...I0, 0). Under Assumptions 1-4, r is contained in an h + 1 
dimensional subspace r* of R2h+2, and H n r* =L. 

Proof. Take the Ai of the Assumption 4. Then 

y(Al) = (s1(A1),.. /L, h(Al), sg(Aj), PJ(AI), 0,.0. ., ,vg(A)) 

y(A2) = (gI (A2), *.,h(A2), ig(A2), 0, P2(A2), . 0 . , , vg(A2)) 

y(Ah) = (/I(Ah) .L .h(Ah), Lg(Ah), O, o, P,h(Ah)L Vg(Ah)) 

and 

y(T)=(1 . 1, 1,0,0,...,0,0). 

For all i E I, v;(Ai) ? 0. So these vectors are linearly independent, and they form a basis for an h + 1 dimensional 
subspace. No non-zero linear combination of the y(Ai) is contained in H, so the subspace meets H only in 
the line L spanned by 'y(T). I shall show that for any An Y9, y(A) is a linear combination of y(T) and the 
y(Ai). That will complete the proof. 

Take any A E1 Y. For all i E I, if vi(A) is zero or has the opposite sign to vi(Ai), define AX as Ai. If Pi (A) 
has the same sign as Pi(Ai), define A as -Ai. I shall show that y(A) is a linear combination of y(T) and the 
y(A). Since for all in I either y(A)= y(Ai) or 

y(AX) = y(-Ai) 

= (I - I 1(Ai), . .I . 1i-h(Ai), 1 - g(Ai), 0, . . . , -v(Ai), . . ., O, -vg(A,)) 

= y( T)- y(Ai), 

it will follow, as required, that y(A) is a linear combination of y(T) and the y(Ai). 

For all i n I define 

f ,(A)(13) 
i 

= (A')' 

so fi0. Define f asY >i3f,. Define 

1 
y = f[y(A) + Y_E.I f, y(A')] 

I1+fI 

Then 
' 

is a convex combination of y(A) and the y(A). Since all these vectors belong to F, which is convex 
by Liapounoff's Theorem, y belongs to r. So there is a C nE Y such that y(C) = . For all jn I, 

,(C)= 1+f [vj(A)+IE_jivj(AI)] 

1 
1+f [ vj(A) +fj vj(Aj)] because vj(A!) = 0 for all i n I - {j} 

=0 by (13). 

So for all jn I, C -i T. It follows by Theorem 2 that usj(C) = g(C) for all jn I and by Assumption 3 that 
vg(C) = 0. So 

ILj(A)+_Eflft5j(A!) = /5j(C)(1 +f) = /g(C)(1 +f) = /g(A)+Z IE_ f,ig(AX) for all jE I 

and 

vg(A)+_ie,fivg(A) = vg(C)(1+fY)=O. 

Consequently, 

1fA)= ilflj(Ai)+I[Ig(A)+ZijlfiIgg(A9)] for all j EI (14) 

and 

vg(A) =-_ii fivg(A). (15) 
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We know already that 

vj (A)= E f vj(A9) for all jG I, (16) 

and of course 

/Lg(A) = _iEI f/Lg(A) + [ Ag(A) +_iEi fjg(A9)]. (17) 

Equations (14), (15), (16) and (17) amount to: 

y(A) = IEI fy(A) + [Ag(A) 
+_EI ji/g(AWY( T)I 

That is to say, y(A) is a linear combination of y(T) and the y(A). 

Proof of Theorem 1. From (13) and (15), 

vg(A) = _i vi (A). 

Let ei = vg(AX)/ vi(AX) = vg(A,)/ vi(Ai). Assumption 3 ensures that vg(A,)/ Pi(A,) > O. 

Proof of Theorem 4. For each number n = 1, 2, 3, . take an A" and a B" such that U1(An) > n, U1(Bn) < 
-n and U (A")= Ui(Bn)=O for all iG I-{1}. Assumptions 5 and 6 ensure that such A'7 and B'7 exist. Since 
y(A') and y(Bn) are in F, the vectors 

n y(An) K 1 /2(A") /h(An) /g(An) 1e\ 

=v(An) Uj(An)' v(A'). 'v(A')' V1(An)'1'0. ''1 
and 

n y(Bn) 1 /L2(B") /Lh(Bn) /g(Bn) 
- V1(Bn) U,(Bn)' Pv(Bn). v 

. 
P(B")' V1(Bn), 

I I 

(where el is as defined in Theorem 1) are both in F*. Therefore Yn _ y" is in F*. But y'` - y' is in the subspace 
H. Since F* n H = L by the Lemma, 

- n _ yn is in L. This means that all the first h + 1 components of jY- n -n 

are equal to each other. The first component is 

1 1 2 

Uj(An) U,(Bn) n 

So 

Ai(A') Ai(Bn) 2 
<- for all iGI+-{1}. 

v1(An) v1(Bn) n 

Since v1(A')>0 and v1(Bn)<0 if follows that 

Ai(An) 2 
0_(n < - for all ic I+ -{1}. 

v1(A) n 

Since, also, 

1 1 

UJ(A') n' 

the sequence {1,"} has a limit, which is (0, 0,..., 0, O, 1, 0,..., 0, e,). Because F* is closed and jY" 
n 

rF* for all 
n, this limit is in F*. Call it y,. Similarly yi is in F* for all i c I, where 

Y,=(O, O...0,0,? 1,0,.. I,o, e,) 

Y2=(O,O,... ,0,0,0,1,. . ,0, e2) 

and ... 

Yh (0,0, * 0,0,0,0, 1, eh). 

Also 

y(T)=(1, 1.,1, 1,0,0,...,0,0). 
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These h + 1 vectors are linearly independent. So they form a basis for F*. Consequently, for any A, y(A) is a 
linear combination of them. So the first h + 1 components of y(A) must be equal to each other. 11 
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