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Abstract. We prove Yablo’s paradox without the diagonal lemma or the
recursion theorem. Only a disquotation schema and axioms for a serial and
transitive ordering are used in the proof.�e consequences for the discussion
on whether Yablo’s paradox is circular or involves self-reference are evaluated.

yablo ’s paradox in arithmetic

Yablo (1985, 1993) formulated his paradox as an in�nite list of sentences. One way to state
the paradox is the following:

For all k > , Sk is not true.(S)
For all k > , Sk is not true.(S)
For all k > , Sk is not true.(S)

⋮

To state the paradox in a more rigorous way, we would like to de�ne a function on the
natural numbers assigning to each number i the sentence Si . Since the de�nition of Si
presupposes the sentences Sk with k > i this cannot done recursively. However, such a
function can be de�ned using the second recursion theorem (see Cantini 2009, p. 987,
fn. 242). Alternatively, the Gödel diagonal lemma can be employed and this method has
become the standard way of presenting Yablo’s paradox in arithmetic since Priest’s (1997).
�e standardmethod for presenting the liar paradox in arithmetic relies on the diagonal

lemma as well.�e whole machinery of arithmetization can be avoided by using a binary
satisfaction predicate.�e paradox becomes a variant of Russell’s paradox. In its form
with ‘heterological’ it’s known as Grelling’s paradox. Here in this paper we show that also
Yablo’s paradox can be obtained without any arithmetization and, in particular, without
any use of the recursion theorem, the diagonal lemma or related constructions, following
the pattern of the ‘heterological’-version of the liar paradox.

It has been claimed that Yablo’s paradox involves circularity because its proof relies on
the Gödel diagonal lemma, the recursion theorem, or the like. One cannot argue for the
circularity of our version of the paradox on these grounds as none of these tools are used.
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In fact, we obtain the paradox in a very weak theory. It doesn’t prove any theorems
about expressions or their codes. By proving the paradox in minimal settings we come
closer to a better understanding what is required for the paradox.�ere is not just one
single set of minimal assumptions that su�ce for the paradox. We make use of a ternary
satisfaction predicate, while others rely on a unary truth predicate. In this respect our
proof needs a stronger device than the proofs in an arithmetical setting, for instance. By
considering various versions of the Yablo paradox with minimal sets of assumptions we
hope to further our understanding of what the source of the paradox is.

yablo ’s paradox without arithmetic

We work in a language of predicate logic. Apart from the identity symbol, the language
contains a binary predicate symbol < and a ternary predicate symbolSat(x , y, z). For each
formula ϕ in the language there is a closed term ϕ in the language.�is can be achieved
by adding countably many new constants c, c,. . . to the language and then �xing some
--mapping between the set of constants and the set of formulae in the language with all
constants.�is mapping doesn’t play any role in the proof of the paradox; it only helps to
motivate our version ts of the T-sentences below. No assumptions about the structure of
sentences are used in our proof. We write ϕ for the constant for ϕ.�e �rst two variables
of the language are x and y.

Using an argument very close to the proof of Yablo’s paradox, we show that the theory
Y given by the following schema and two axioms is inconsistent:

∀x∀y (Sat(ϕ(x , y), x , y)↔ ϕ(x , y))(ts)
∀x∃y x < y(ser)
∀x∀y∀z (x < y → (y < z → x < z))(trans)

�e �rst axiom schema is a variant of the ‘uniform’ T-schema. Sat stands for is satis�ed
or is true for. It is to be read: For all x and y, the formula ‘ϕ(x , y)’ is satis�ed by x and
y i� ϕ(x , y). An instance in English would be the following sentence: ‘is bigger than’ is
satis�ed by objects x and y i� x is bigger than y.�e variables x and y are �xed; the �rst
two variables in alphabetic order could be used. Generally, Sat(z, v ,w) expresses that z
is true if the free variable x in z is assigned v and y is assigned w. Schemata analogous
to ts could be added for formulae with more free variables; but they are not needed for
the proof. Variable assignments would be more �exible; but here we don’t assume any
sequence coding and therefore a ternary satisfaction predicate is used instead of a binary
predicate that applies to a formula and a variable assignment.
�e axioms ser and trans state that < is a serial and transitive relation. Usually

the sentences in Yablo’s paradox are indexed by numbers. Ketland (2005) showed for
an arithmetical setting that only a serial and transitive relation is needed to obtain the
paradox.
For the proof we write ∀z > y ϕ for ∀z (y < z → ϕ) and ψ for ∀z > y¬Sat(x , x , z).

�e �rst line is obtained by instantiating ϕ(x , y)with ψ in ts.�e second step is obtained
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by universal instantiation.

Y ⊢ ∀x ∀y (Sat(ψ, x , y)↔ ∀z > y¬Sat(x , x , z))(1)
Y ⊢ ∀y (Sat(ψ, ψ, y)↔ ∀z > y¬Sat(ψ, ψ, z))(2)

Now we assume Sat(ψ, ψ, a) for arbitary a and reason in Y as follows:

∀z > a¬Sat(ψ, ψ, z) from (2)(3)
∃v > a¬Sat(ψ, ψ, v) by ser
∃v > a (∀z > v¬Sat(ψ, ψ, z) ∧ ¬Sat(ψ, ψ, v)) by trans and (3)
∃v > a (Sat(ψ, ψ, v) ∧ ¬Sat(ψ, ψ, v)) by (2)

�us the assumptionSat(ψ, ψ, a) leads to a contradiction inY.�erefore we can conclude
¬Sat(ψ, ψ, a) for any a:

Y ⊢ ∀z ¬Sat(ψ, ψ, z)
Y ⊢ ∀z > a¬Sat(ψ, ψ, z) for arbitrary a
Y ⊢ Sat(ψ, ψ, a) by (2)

But Sat(ψ, ψ, a) is refutable in Y, as shown above.�is concludes the proof.
Because the axioms are so weak, the paradox is open to other interpretations. For

instance, ts can be read as a comprehension schema for binary relations. In this case itmay
be preferable to replace the schema tswith a quanti�ed version ∃z∀x ∀y (Sat(z, x , y)↔
ϕ(x , y)).�e paradox follows in the same way.

visser ’s paradox

�e schema ts by itself is already inconsistent.�is can be seen by choosing¬Sat(x , x , x)
as ϕ(x , y) in the schema ts and then instantiating both universal quanti�ers ∀x and
∀y with ¬Sat(x , x , x). �e inconsistency follows in the style of the proof of Russell’s
paradox.�e point of our proof in the previous section and proofs of an inconsistency
using a Yablo-style argument in an arithmetical setting is that they seem to avoid a kind
of circularity that is present in the simpler proofs.

In general, if we claim that a new, more complicated proof avoids an appeal to a certain
technique or assumption, we should substantiate that claim by showing that the new
proof actually does us to prove the result from weaker assumptions. �e proof in the
previous section actually requires the additional assumptions ser and trans, which are
not needed for the simple proof. In this section ts is weakened to a consistent principle
that can be shown to be inconsistent with ser and trans by an argument similar to the
one given above. Obviously, neither a Russell-style argument nor any other proof can
be applied to derive an inconsistency of the weakened schema. Visser’s (1989) paradox
a�ords exactly that.1 We go on to show that a proof very close to the one above can be
used to prove the inconsistency of the new weaker schema with ser and trans.
1Dra�s of Visser’s chapter were circulated much earlier than 1989. By presenting Visser’s paradox as a
variation of Yablo’s I don’t mean to imply any claim about priority.
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Visser presented the paradox in an arithmetical setting with in�nitely many truth
predicates indexed by natural numbers. He considered the set of T-sentences Tnϕ↔ ϕ
where ϕ is a sentence containing only truth predicates with index k > n and proved that
this set is ω-inconsistent over arithmetic. Visser’s hierarchy is very much like Tarski’s
hierarchy of truth predicate except that the indexing of the levels of the hierarchy is
reversed.�us T applies to sentences with truth predicates Tn with n >  and so on.�us
the hierarchy is illfounded, that is, it is an in�nitely descending hierarchy of languages.
Visser’s paradox can be reformulated to �t our framework without arithmetic. In

contrast to (Visser 1989) we do not use in�nitely many truth or satisfaction predicates.
Instead we use a quaternary satisfaction predicate Satx(y, z,w) whose level index x is
a quanti�able variable. �e axioms have to be chosen in such a way that Satx(y, z,w)
is a satisfaction predicate for formulae where all quanti�ers over indices are restricted
to objects v with v > y. �erefore, if v > w, the predicate Satv(y, z,w) is ‘lower’ than
Satw(y, z,w) in the hierarchy. �e e�ect of using a quanti�able variable as level index
is that we do not only obtain an ω-inconsistency as Visser did but rather an outright
inconsistency.
An occurrence of a variable is in index position i� it occurs in the ‘hierarchy level’

position. In Satx(y, z,w), for instance, exactly x occurs in index position.�e axioms
for Satx(y, z,w) are now formulated in such a way that Satx(y, z,w) applies only to
formulae y about level v of the hierarchy with v > x. More precisely we use the following
axiom instead of ts:

(vs) ∀x∀y (Saty(ϕ(x , y), x , y)↔ ϕ(x , y))

All occurrences of variables in index position in ϕ(x , y)must be bound. All occurrences
of quanti�ers ∀v or ∃v (for some variable v) in ϕ(x , y) that bind some occurrence of the
variable v in index position must be restricted by v > y.

For instance ∃w ∃v > y Saty(w , x , y) would be an admissible instance of ϕ(x , y).
If we try to run the liar paradox with vs, we would have to instantiate ϕ(x , y) with
¬Satx(x , x , x) or the like; but x is in index position and thus it needs to be bound with
a restricted quanti�er. In ∃v(v = x ∧ ¬Satv(x , x , x)) (assuming we had also identity in
the language) all variables in index position are bound. But only if we restrict it as in
∃v > y (v = x ∧ ¬Satv(x , x , x), the result is an admissible instance of ϕ(x , y). �e liar
paradox, however, is blocked.�e reason is that ∃v > y (v = x ∧ ¬Satv(x , x , x)) is only
about levels v with v > y in the hierarchy.
�e proof in the previous section still goes throughmutatis mutandis, if the formula

∀z > y¬Satz(x , x , z) is chosen as ϕ(x , y). It shows that ser and trans together with vs
are inconsistent. In contrast to ts, the schema vs by itself is consistent. As long as > is
well-founded, that is, for any set of objects there is always a <-maximal element, models
of vs can be de�ned by induction on >. For the proof of consistency it su�ces to assume
that > denotes the empty relation. In this case the restricted quanti�ers ∃v > y and ∀v > y
in the instances ϕ(x , y) of vs are idling.

Visser’s result is an extensional version of the formalized Yablo paradox in the following
sense. If a paradox is seen as the inconsistency of assumptions that look plausible, then
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the proof in the previous section does not give us a new paradox. It’s only ‘intensionally’
di�erent from the simple Russell-liar paradox, because the proof is di�erent. But the
Yablo argument in the previous section does not establish a new inconsistency. �e
inconsistency of vs with ser and trans, however, cannot be obtained by the simple
argument, because vs by itself is consistent.�erefore we have a new inconsistency and a
new paradox.

circularity

By proving paradoxes from very weak assumption one can hope to reveal what is really
needed to arrive at a contradiction and what the source of paradox is. Arithmetic provides
us with very strong tools that are not required to arrive at the paradox. In particular,
it provides us with the diagonal lemma and related results that are not needed for our
version of the paradox, as the proof above shows.

Most formal presentations of Yablo’s paradox rely on an arithmetical framework with an
additional unary truth predicate. Other presentations of Yablo’s paradoxwith a satisfaction
predicate such as (Cook 2014) or (Eldridge-Smith 2015) still rely on some theory of syntax
or Gödel codes; our theory Y doesn’t. In contrast to those theories, the axioms used in
the present paper do not tell us much about the objects named by the constants ϕ. In
an arithmetical setting much stronger assumptions are made that may be suspected of
contributing to the paradox.

However, there is a price to pay for the elimination of arithmetical or syntactic assump-
tions:�e proof of Yablo’s paradox requires a ternary satisfaction predicate, and the proof
of Visser’s paradox requires even a quaternary predicate. In the arithmetical case, as has
been mentioned, a unary truth predicates su�ces.
In the present paper we do not advocate a particular analysis of circularity or self-

reference. We only would like to explain in which sense Yablo’s and Visser’s paradox in
our setting are not circular or self-referential.
First, the paradox doesn’t involve any term that denotes a formula in which the same

formula occurs.�us it isn’t self-referential in the sense of what Halbach and Visser (2014)
call the Kreisel–Henkin criterion. Secondly, our proofs do not rely on any arithmetical
or syntactic techniques – such as recursion theorem or Gödel’s diagonal lemma – that
are o�en seen as involving self-reference. �e axioms used here are to weak to prove
such sophisticated lemmata. �irdly, in Visser’s paradox the satisfaction predicate of
level y is applied only to lower levels, that is, to formulae in which the level index of the
satisfaction predicate is restricted to lower levels in the hierarchy. We could even add the
additional axioms expressing that < is a linear order to rule out loops in <. We exploit
Ketland’s (2005) observation that only transitivity and seriality are required. If we assume
that there are loops, that is, if we assume in addition also ∃x ∃y (x < y ∧ y < x), then
∃x x < x follows by transitivity. In this case the contradiction follows directly from (2)
and Yablo’s and also Visser’s paradox morph into the simple liar–Russell-paradox.�us
the assumption that < is circular considerably shortens the proof; but our proof does
not need the circularity of <. However, we cannot dispense with seriality in the proof.
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�e proof needs the assumption that > is illfounded, that is, we need a nonempty set
of objects that does not have a <-maximal object. Whether > is illfounded because it is
circular or because it is an in�nite linear ordering without end point doesn’t matter.�is
is in line with other attempts – such as (Halbach et al. 2003) – to argue that it’s not just
circularity that is a necessary ingredient for the semantic paradoxes, but more generally
illfoundedness.
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