Feasibility testing of a pre-clinical coded aperture phase contrast imaging configuration using a simple fast Monte Carlo simulator
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Abstract: A simple method of simulating possible coded aperture phase contrast X-ray imaging apparatus is presented. The method is based on ray tracing, with the rays treated ballistically within a voxelized sample and with the phase-shift-induced angular deviations and absorptions applied at a plane in the middle of the sample. For the particular case of a coded aperture phase contrast configuration suitable for small animal pre-clinical imaging we present results obtained using a high resolution voxel array representation of a mathematically-defined ‘digital’ mouse. At the end of the article a link to the software is supplied.

©2013 Optical Society of America

OCIS codes: (340.7440) X-ray imaging; (170.3880) Medical and biological imaging.

References and links

1. G. Meggitt, Taming the Rays (Lulu Press Inc, Raleigh, NC, 2010)


1. Introduction

Medical X-ray imaging has been in use since 1896 [1]. The image is conventionally formed by measuring the variations in absorption of X-ray photons along various ray paths through a sample. Improved detection sensitivity and the advent of computer tomography have greatly improved the range of applications of this modality but, until recently, the fundamental imaging principle has remained the same. The basis of this imaging modality is that contrast arises only from photon absorption. Since X-ray photons are ionizing, every absorption event in living subjects is associated with damage to cells. For a given contrast-to-noise level, the minimum number of interacting photons can be defined, resulting in a corresponding minimum level of damage. If the sample is composed of components with very similar attenuation properties, the resulting damage (i.e. dose) required to image them may be significant. Naturally, this is not a desirable property in any imaging modality, and X-ray absorption places a fundamental limitation of the application of X-ray imaging.

However, X-rays also exhibit wave-like behavior and this too can be exploited for imaging purposes, potentially reducing the imaging dose. One method which exploits X-ray wave-like properties is phase contrast imaging. When an X-ray photon traverses a sample, it undergoes a phase shift relative to a photon traversing free space. Measuring this phase-shift for several ray paths allows the formation of an image of the sample. Although direct measurement of the phase of an X-ray photon is currently impossible, interferometric methods can be used to infer the phase shift [2–5]. Recent refinements have greatly speeded up the acquisition and reduced the X-ray source requirements [6–8].

When an X-ray traverses an interface within the sample, the induced X-ray phase-shift for non-normal angles of incidence with the gradient of the refractive index is also accompanied by a shift in the vector of propagation of the X-ray. The difference in the real part of the refractive index between tissues at X-ray energies is very small, in the range $10^{-7}$ to $10^{-8}$ [9], which makes the angular deflections relatively small and thus difficult to measure. Nevertheless, such small angular deflections can be analyzed by utilizing the extreme angular sensitivity in the reflectivity, in the X-ray ray wavelength range, of certain crystalline materials [10–15]. Imaging by exploiting such geometries is often called analyzer-based imaging (ABI). However, this requires precise alignment and when used with a standard (polychromatic) X-ray source is quite inefficient as it relies on using the high wavelength selectivity in the reflectivity of the crystal.

Alternatively one can place a detector a long distance away from the sample (up to several meters) magnifying the lateral deflection caused by the small phase shifts at the sample interfaces. The latter technique is called free space propagation (FSP) or in-line holography. FSP is commonly used with synchrotron radiation [16–19], although it can also be achieved with micro-focus X-ray tubes [20–24]. When using standard micro-focus X-ray sources, the available flux is low, consequently exposure times of up to hours may be necessary [21] however by using modern novel sources [22] an exposure time of a few minutes is possible. When using a micro-focus source the emitted beam will be divergent and thus the sample field of view is restricted since the projected image, at long sample-detector distances (magnifying the linear lateral deflection), must be acquired with practically-dimensioned detectors. This is especially true if the imaging system is to use standard flat panel digital detectors. The large distances required to make this technique work with standard detectors
make it difficult to use this geometry in a reasonably sized pre-clinical imaging system. However, a related method to the FSP technique, the edge illumination method in its laboratory-based ‘coded aperture’ implementation, goes some way towards helping lift this requirement.

1.1 Coded Aperture Phase Contrast Imaging

Coded aperture imaging attempts not to measure intensity variations due to the deflection of photons onto adjacent pixels (as in FSP), but rather attempts to exploit the phase-shift by measuring detector pixel variations due to deflections of small beams (beamlets) onto non-detecting areas on the same pixel. Figure 1 shows a diagram of such a system. The technique works both with synchrotron sources [25] and conventional micro-focus X-ray tubes [26].

![Diagram of coded aperture phase contrast X-ray imaging.]

The beamlets are produced by passing a broad X-ray beam through an attenuating mask with a series of well-defined apertures: the coded aperture mask. The beamlets emerge from the apertures, pass through the sample and then through a second coded aperture mask of similar construction to the first. The second mask is parallel to the first and is aligned in such a way as to pass a given percentage of the undeflected beamlet through and onto an X-ray intensity detector. Small deflections of each beamlet by the sample vary the proportion of the beamlet passing through the second mask. The pitch of both mask apertures is set so as to match the pitch of pixels (or groups of pixels) in the X-ray detector. If there were no attenuation in the sample the variation in signal across the detector would be entirely due to phase-shifts induced by the sample.

In a coded aperture imaging configuration it is no longer required that photons cross over into different pixels in order to detect phase-shift induced angular deviations; it is merely necessary to measure the variations in the signal intensity collected by individual detector pixels. If the mask apertures have sharp edges and strongly attenuating materials are used in the construction of the mask the intensity variation will be a sensitive metric of deflection. Construction of suitable masks is well within the scope of standard lithographic techniques, as described in [27]. The alignment of the coded aperture masks to each other, and to the detector pixels, is crucial as this defines the response of the system to phase shifts [28]. However, the tolerated misalignment of the masks is related to the beamlet dimensions rather than to the much lower X-ray wavelength. The system is thus robust to small misalignments (1-2 μm) [29]. Another advantage of such a system is that only the dimensions of the detector and those of the coded aperture masks limit the field of view.

Such a system seems a possible contender for incorporation in a reasonably sized pre-clinical or clinical imaging machine. However, the critical dimensions for a specific application (i.e. coded aperture pitch, source-to-first aperture distance, first aperture-to-sample, and sample-to-detector distances) for such a system are not obvious. The detector pitch in particular is not a completely free parameter but is, in practice, a property of available detectors. It is thus desirable to have a method that fixes the parameter ranges that are
applicable to a practical system. Some form of simulation is therefore highly desirable to optimize the design and to justify the design parameters.

The purpose of this article is thus to create and use simple simulations to test the feasibility of a practical low dose focused pre-clinical coded aperture imaging system, and to help decide if it is worth further investigation and the undertaking of more detailed and time consuming simulations.

1.2 Simulation

Simulation of a phase contrast imaging system can take two fundamental forms. One possibility is to use the precise mathematical approach based on the application of the Kirchoff formula in the Fresnel diffraction case, as explained in [30–33] with an alternative method presented in [34]. However, solving this is not trivial when using complex samples, particularly samples that are unlikely to be described well by simple geometric shapes. The other possibility is to use a simpler ray tracing approach, similar to that used by Olivo and Speller in [28] which then allows the simplicity of using voxelized samples. While this is simpler for many practical cases, for cases of limited coherence this approach produces the same results that can be obtained using diffraction theory, as shown in [35, 36].

The ray optic approach involves tracing rays from a source to the detector, calculating any deflection due to refractions at material interfaces traversed by the rays. Since the resultant deviation is strongly dependent on the interface angle, the sample interfaces must be sampled at a resolution of the order of the size of the beamlet at the sample. However, a high resolution voxelized sample requires a significant amount of memory and is not optimal for use in a simulation.

For X-rays of energies appropriate to imaging organic samples, the deflection angles will be very small (100s of nanoradians to several microradians). This allows us to assume that, for any ray path, the deflections within the sample can be merely added together. In other words, the X-rays will travel ballistically through the sample. The maximum combined linear deflection within practical samples is of the order of 10s of nanometres, so ignoring this seems entirely reasonable. It should thus be reasonable to project the effects of photons traversing the sample into one plane. This “collapsing” of the sample array to 3 slices, known as “thin sample approximation”, provides a simple and fast way to deal with large complex voxelized samples.

While this method will ultimately provide a somewhat less accurate result than that produced using the precise mathematical approaches, it is fast and applicable to any voxelized sample. It can thus provide useful and rapidly-obtained representative images that demonstrate the possible performance of a particular imaging configuration.

2. Method

The simulation was written in C++ and ran on one CPU of a standard desktop computer (Dell precision T3500). As a preliminary test, water droplets were simulated in both FSP and coded aperture geometries. Following this, an appropriate sample resolution was selected and a digital mouse phantom (Moby [37]) was used to generate a flat binary file describing a cubic voxelized digital phantom of a mouse’s head at a resolution of 50 μm. Figure 2 shows a render of the whole Moby phantom and two orthogonal views of the head region.
Before the simulation begins some sample pre-processing is completed. First the voxel array was searched to find voxels that correspond to sample interfaces in the direction of the X-ray beam. At the identified interface voxels locations, edge-finding routines were used to evaluate the interface angle for that particular voxel in both left-right (LR) and up-down (UD) directions. Next, the whole array was processed to determine a second array specifying the refractive index of each voxel. This was performed by first converting the sample linear attenuation values to electron density by scaling from the known water value, then the electron densities were used to calculate the real part of the refractive index values using Eq. (1) as described in [38]:

$$R = 1 - \frac{r_0^2\lambda^2}{2\pi} E_d$$

where $E_d$ is the electron density, $r_0$ the classical electron radius and $\lambda$ the wavelength of the X-ray photons. The result of the processing is four files containing arrays of refractive index, linear attenuation, interface angles in the LR direction and interface angles in the UD direction respectively. The linear attenuation array was then projected through, along the beam direction, simply by adding all the corresponding values in each slice. Next, the refractive index array was projected through and, whenever an interface occurred, the values in the corresponding interface and refraction arrays were used to calculate the expected angular deflection in the two directions using Snell’s law.

The final result of the sample pre-processing is then three images that correspond to the attenuation and angular deflections in the LR and UD directions that would be expected when traversing the sample. Each pixel value in the attenuation slice can be replaced by $e^{-1 \times \text{value}}$ to give the best possible attenuation image that could be achieved (in the limit of infinite numbers of photons or dose) at the sample resolution. The angular deflection images represent the best possible images that could theoretically be achieved by measurement of angular deflection at the sample voxel resolution within the ballistic assumption. Figure 3 shows an example of three pre-processed image files.
The generation of coded aperture phase contrast images requires using the pre-processed images in a Monte Carlo simulation along with the following extra elements: a source of photons, a pre-sample coded aperture, a coded aperture pixel mask and finally a pixelated detector, see Fig. 4. FSP images can also be generated by removing the coded aperture elements.

For each new sample, the pre-processing to obtain the “collapsed” image files takes a few minutes. After this initial operation subsequent Monte Carlo runs can be very fast, processing $10^6$ photons in around 3.5 seconds on a 2.5 GHz CPU. As Monte Carlo modeling is an inherently parallel computing method, further optimization would be possible but was not deemed necessary for this particular work.

3. Results

A simple FSP setup was modeled first. The sample was represented by 10 μm cubic voxels describing a 1 mm diameter water-equivalent sphere with two off-center bubbles (100 μm and 300 μm). This sphere was positioned 1 meter from a monoenergetic 30 keV point X-ray
source and was ‘imaged’ by a detector 3 meter away. A $3000 \times 3000$ pixel detector was used, with pixel dimensions of $2.5 \times 2.5 \, \mu m$. This resulted in the image shown in Fig. 5.
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Fig. 5. A simulated result of a 1 mm water sphere imaged using a FSP setup described in the text. $2 \times 10^9$ 30 keV photons were tracked in the simulation. The attenuation of the water (~4\% max) is not obvious due to the contrast being stretched by the edge enhancement but it is present.

The simulation was then changed to a more realistic configuration by moving the detector to 1.5 m away from the sample, enlarging the detector pixels to $50 \times 50 \, \mu m$, reducing the sensor size to $1500 \times 1500$ pixels and enlarging the water sphere and the two off axis air bubbles to 10 mm, 3 mm and 1 mm respectively. These changes render imaging the edge enhancement due to the induced phase-shifts by FSP impossible as the larger and now closer pixels integrate and thus average out the enhancement resulting in attenuation only images. Hence the geometry was switched to a coded aperture configuration. Coded aperture imaging results depend very strongly on the percentage of the undeflected beamlet passing through the second coded aperture mask [28]. Data were thus acquired with various settings, as given in Table 1. The simulations resulted in images shown in Fig. 6 with plot profiles through the center 10 rows of these images shown in Fig. 7.
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Fig. 6. Series of simulation images of a 1 cm water drop with two air bubbles obtained using the settings shown in Table 1. $1.25 \times 10^8$ 30 keV photons were tracked to create each image.
The next stage was to attempt virtual imaging of a more realistic sample. Keeping the same geometry as for the 10 mm water sphere, the sample was replaced with the head section of the digital Moby mouse phantom. The head region provides the most easily identified anatomical features in projection images. Using the same settings as those shown in Table 1 another selection of images was acquired. These are shown in Fig. 8.

Table 1. Settings used to image both the water drop and the Moby phantom. The beamlets were set at 0.125 of the pixel width. The offset was in the LR direction.

<table>
<thead>
<tr>
<th>Image Number</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>2nd Coded aperture offset (% beamlet)</td>
<td>0</td>
<td>0</td>
<td>40</td>
<td>80</td>
<td>100</td>
<td>−40</td>
<td>−80</td>
<td>−100</td>
</tr>
<tr>
<td>Detector pixel area (% beamlet)</td>
<td>800</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>No. of hits (% attenuation image)</td>
<td>100</td>
<td>99.7</td>
<td>60.0</td>
<td>20.0</td>
<td>0.15</td>
<td>59.9</td>
<td>20.0</td>
<td>0.15</td>
</tr>
</tbody>
</table>

4. Discussion

The majority of previous phase contrast work has been performed with either very small samples or with larger samples that are almost transparent to X-rays. This is only natural as phase contrast imaging provides an obvious and high benefit in these situations. However, our
research interests ultimately require imaging of larger volumes of relatively attenuating (organic) material. As a result, our images are less impressive than is common but this is due to the limitations on the accuracy of the current model and the use of conditions that are practical for our future research applications. We have also used similar brightness and contrast for sub-images in comparison (Figs. 6 and 8). Whilst this allows a fairer comparison it does prevent appreciation of the higher contrast leading to higher signal-to-noise in images exposing only a small fraction of the pixels compared to standard attenuation based imaging. To see this effect we advise examination of the plot profiles shown in Fig. 7.

The results can, in many ways, be thought of as a worst case since they contain structures which are smoothed models of real organs with simple interfaces, where the edge of each structure is normally only traversed twice. In practice organs interfaces may be complex or gradual. Many possible biological structures could thus cause far more deviation and make much better images than those resulting from this theoretical model approximating them. It would be possible to incorporate some of these complex edge features into the model to improve the contrast; however, this moves away from the worst-case scenarios and design decisions based on the improved results could be somewhat unjustified.

The energy of the X-ray photons is set at 30 keV for all the above simulations but we could easily use other energies or a range of X-ray energies to more accurately approximate an X-ray tube spectrum. Lower energies will naturally have larger differences in refractive index and 30 keV was chosen merely as this is a reasonable energy to serve as a worst-case. It is worth noting that an X-ray tube, even with 1 mm of Aluminum beam hardening, needs to have about 55 kVp applied to have a mean spectral energy of 30 keV which is relatively high for pre-clinical imaging.

All the simulations were completed with the system set up to measure phase-shifts that resulted in LR deviations. The simulations work just as well in the UD direction but the morphology of the mouse phantom in the head regions led to very slightly clearer results in the LR direction. Using more complex coded aperture mask shapes would allow phase contrast imaging in simultaneously in both LR and UD or a linear mixture of both as shown in [39].

When considering coded aperture style imaging the benefit is linked strongly to the proportion of the beamlet falling on the pixels and to the beamlet size. There is a smooth continuum of set-ups from pure attenuation based imaging through phase contrast imaging to dark field imaging as seen in Figs. 6 or 8. Assessing the optimal parameters is dependent not only on the actual sample but, more importantly, on how the information contained in the image will be used. For example, a diagnostic system may be set up to acquire planar phase-contrast projection images to identify structures that might be invisible on attenuation images [40]. In this case, the delivered dose may be the same and the phase contrast used only to provide further information, as shown in Fig. 9, which shows a normal attenuation-only projection and a phase contrast enhanced image.
Despite both images being formed from the same number of photons the phase contrast image is sharper due to the edge enhancing effect of phase contrast. Due to the edge enhancement the simple interpretation of pixel values as a measure of attenuation is no longer valid at the edges. However for most diagnostic applications it is more important to detect the edge of a feature than to assess the actual attenuation.

It is however also possible that a system might be set up to form volumetric phase contrast reconstructions [41, 42]. Previous work has shown the possibility of volumetric reconstruction with phase contrast projections [43–45]. As phase contrast imaging allows the acquisition of very low dose projections low dose volumetric reconstructions should thus also be possible. These low dose reconstructions would likely be ideal for image-guided radiotherapy (IGRT), as this only requires the resolution of the reconstruction to be about the same as the resolution of the treatment beam. It is the shape and position of nearby organs at risks or the actual target which are most important as opposed to the finer details. Hence, for most IGRT applications, the main limitation on the technique is the imaging dose, especially for cases where multiple volumetric images are required in a relatively short period of time. In the limit of very low dose imaging, phase contrast images can provide much more information, as demonstrated in Fig. 10. Coded apertures can also be adapted to work at higher energies as shown in [27] which may allow yet further dose reduction.
Fig. 10. Images of a phase contrast enhanced projection (left) and a normal attenuation only projection (right). These images were both produced by tracking $1.25 \times 10^6$ 30 keV photons corresponding to a sample dose of about 500 nGy. As both projections are composed of relatively few hits (~$2 \times 10^5$ and ~$10^6$ photons respectively) they were re-binned to $500 \times 500$ pixels using bilinear interpolation in order to optimise displayed dynamic range. Brightness and contrast were further individually adjusted to make each projection more appropriate for reproduction.

Given the growing clinical push towards very low dose imaging, this may be a very important aspect of phase contrast imaging in the future. However, the current lack of facilities capable of routine phase contrast imaging makes it rather difficult to estimate how useful this imaging mode would be in clinical or pre-clinical practice. Some previous work [40, 46–50] has indicated promise, although the practical and current technical limitations may reduce its scope.

5. Conclusion

The results of these simulations confirm that investigation into the development of small pre-clinical phase-contrast imaging machines with coded aperture geometry should continue. A practical set-up might use beamlet dimensions of about three times the maximum deflection and have 67% of each beamlet falling inside the aperture with 33% falling on the absorbing septa of the post sample coded aperture. This would make the maximum phase contrast change in any pixel equal to 50% of the maximum possible signal from attenuation of the beamlet. For example, assuming similar deflections at both edges of the same detail, this would create a 100% peak-to-peak phase contrast for the detail causing maximum deflection, leaving a wide range of possible contrasts for all details creating smaller deflection. For a detector placed 1 m away, the phase-shift induced linear deviation at the detector would be roughly equal to the resulting angular deviation in radians. The maximum linear deflection we observed in the simulation of the Moby phantom was of the order of 15 microradians, suggesting that the ideal dimensions of the aperture in the mask should be about 45 μm which ties in well with current X-ray detector technology. In truth, these are larger than apertures used so far in most experiments [26–29], which leaves scope to significantly increase the phase sensitivity should the specific application require it. In the future, we hope to extend these simulations to use measured high definition experimental images from MRI or micro CT.

Ultimately this model, its future use and experience with existing coded aperture phase contrast imaging apparatus will allow us to construct a prototype pre-clinical imager and assess the practical applications of coded aperture phase contrast imaging.
An executable of the Monte Carlo simulation software used in this paper is freely available from http://users.ox.ac.uk/~atdgroup/downloads.shtml Source code is available on request.

Acknowledgments

This work was supported in part by CRUK through grant H3RWHC9.