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1 Background

1.1 Multiword expressions

• Multiword expressions (MWEs) exhibit a tension between a divided (phrase-
like) and a unitary (word-like) nature.

(1) take the biscuit ‘be egregious/shocking’
a. Clearly made up of multiple, independently recognisable English

words.
b. At the same time has a unitary, and non-compositional, semantics,

which only emerges when the words are used together.

• Because of their idiosyncratic semantics, these expressions must be stored in the
lexicon somehow.

• Includes wide range of phenomena, such as periphrasis, nominal compounds,
phrasal verbs, and idioms.

• The challenge is how to resolve the tension between their word-like and phrase-
like properties.1

1.2 Idioms

• Idioms are non-compositional in the sense that their meanings are not a function
of the literal meaning of their parts and the way they are put together.

∗For helpful and insightful discussion on this topic, I would like to thank Doug Arnold, Ash
Asudeh, Alex Biswas, Mary Dalrymple, Timm Lichte, John Lowe, Stephen Pulman, and Manfred Sailer.
This research was carried out while I was the recipient of a UK Arts and Humanities Research Council
grant (grant no. AH/L503885/1), which I gratefully acknowledge.

1Cf. also the tension between what Ackerman et al. (2011) call the principle of unary expression,
whereby each lexeme ought to be uniformly expressed in syntax as “a single morphophonologically
integrated and syntactically atomic word form”, and the facts of periphrasis, where cells in a lexeme’s
paradigm seem to be filled by more than one word form.
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• Their meanings therefore have to be learned, and oftentimes seem to be just
as arbitrary as any given lexical entry (e.g. kick the bucket, look a gift horse in the
mouth, shoot the breeze).2

• But they are ‘spelt out’ as multiple word forms, which appear independently in
the syntax—and can be separated, modified, and inflect individually.

• Some idioms share the limited syntactic flexibility of periphrases and other
kinds of MWEs like compounds:

(2) a. Old Man Mose kicked the bucket.
b. #The bucket was kicked (by Old Man Mose).
c. #Which bucket did Old Man Mose kick?
d. #The bucket that Old Man Mose kicked was {sudden/sad/. . . }.

• But many others show a considerable amount of flexibility:

(3) a. He pulled strings to get me assigned to his command.
b. Strings were pulled to get me assigned to his command.
c. Which strings did he pull to get you assigned to his command?
d. The strings that he pulled got me assigned to his command.

1.3 Plan

• Section 2 critiques existing analyses in the lexicalist literature.

• Section 3 proposes a change to the LFG architecture, increasing the power of
c-structure to enable the unitary nature of MWEs to be expressed there.

• Section 4 offers conclusions.

2 The lexical ambiguity approach

• One common approach to idioms in lexicalist theories is what we might call the
lexical ambiguity approach (LA).

• In such an approach, idioms are treated as made up of special versions of the
words they contain, which combine to give the appropriate meaning for the
whole expression.

• Words like pull and strings become ambiguous, meaning either pull′ and strings′

or exploit′ and connections′.

• This resolves the tension in favour of treating idioms as phrase-like: they are
no longer seen as single lexical items, but rather collections of separate lexical
items which conspire to create the overall meaning.

• Examples: Sailer (2000) in HPSG, Kay et al. (2015) in SBCG, Lichte & Kallmeyer
(2016) in LTAG, and Arnold (2015) in LFG.

2Although all of these may have perfectly logical (metaphorical) meanings based on their histories,
it must be admitted that for most speakers they are synchronically opaque.
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2.1 Strengths of LA

• LA is particularly well suited to explaining so-called decomposable idioms
(what Nunberg et al. 1994 call idiomatically combining expressions), where the
meaning of the whole can be distributed across the parts.

• Since the idiom meaning is assigned to the individual words in LA, this immedi-
ately explains the fact that these idioms can be separated by syntactic operations
(4), or that they are open to internal modification and/or quantification (5):

(4) a. The cat has been let out of the bag.
b. Who’s at the centre of the strings that were quietly pulled?

(5) a. Delhi’s politicians pass the polluted buck.
b. Maybe by writing this book I’ll offend a few people or touch a few

nerves.
c. Tom won’t pull family strings to get himself out of debt.

2.2 Problems with LA

2.2.1 Selectional restrictions

• If pull can mean exploit′ and strings can mean connections′, we clearly have to
prevent them occurring apart from one another:

(6) #You shouldn’t pull his good nature.

(7) #Peter was impressed by Claudia’s many strings.

• We can treat idiom formation as a kind of limit case of selectional restriction,
and make those restrictions mutual:

(8) pull V (↑ pred) = ‘pullid’
(↑ obj pred fn) =c stringsid

(9) strings N (↑ pred) = ‘stringsid’
((obj ↑) pred fn) =c pullid

• This is too restrictive, of course, since this idiom can passivise.

• We can loosen the restriction by moving the constraint from f-structure to s-structure:

(10) pull V (↑ pred) = ‘pullid’
((↑σ arg2)σ−1 pred fn) =c stringsid

(11) strings N (↑ pred) = ‘stringsid’
((arg2 ↑σ)σ−1 pred fn) =c pullid

• But this doesn’t help with relative clauses:
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(12) The strings (that) he pulled. . .
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• The word strings is never the object, nor the arg2, of pull, so it shouldn’t be
licensed.

• Falk (2010) sees this as evidence for an ‘unmediated’ analysis of relative clauses.
If we stick with the ‘mediated’ version, however, we cannot explain the distri-
bution of (at least some) idiom chunks.

2.2.2 Non-decomposable idioms

• It is not so clear how such an approach should handle non-decomposable id-
ioms, like kick the bucket, blow off steam, shoot the breeze, etc., where there is no
obvious way of breaking down the meaning of the idiom such that its parts
correspond to the words that make up the expression.

• Assuming a resource-sensitive semantics (Asudeh 2012), we are forced to say
that only one of the words in the expression bears the meaning, and the rest are
semantically inert. For example, perhaps there is a kickid which means die′, and
selects for special semantically inert forms theid and bucketid.

• But the choice of where to locate the meaning is ultimately arbitrary. While it
might intuitively seem to make sense to assign it to the verb, since it is the head
of the VP which makes up the expression, formally it makes no difference: we
may as well have bucketid meaning die′, or even theid, provided they select for
the other inert forms and then pass their meaning up to the whole VP.3

3One possible argument for the head-based analysis may be that VP idioms systematically retain
the aspect of the literal use of the verb (McGinnis 2002):

(i) a. Hermione was dying for weeks.
b. #Hermione was kicking the bucket for weeks.

(ii) a. Harry ate his vitamins {in two seconds flat/*for five minutes}.
b. Harry ate his words {in two seconds flat/*for five minutes}.

However, I think this is part of the much larger issue of how much the literal meaning of an idiom per-
sists in its figurative use. Cf. also Ernst (1981) and his discussion of examples like “pulling [Malvolio’s]
cross-gartered leg”, where a modifier appropriate to the literal but not figurate meaning is used.
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• We also now face an explosive proliferation of semantically inert forms through-
out the lexicon.4

• What is more, each of these must be restricted so that it does not appear outside
of the idiomatic context. But this means that the theid in kick the bucket can’t be
the same theid as in shoot the breeze.

• We need as many thes as there are expressions which include it. Instead of
having to expand the lexicon by as many entries as there are idioms, we have to
expand it by as many entries as there are words in idioms.

2.2.3 Processing

• Swinney & Cutler (1979): idioms are processed in the same way as regular com-
positional expressions; i.e. there is no special ‘idiom mode’ of comprehension.

• At the same time, these authors and others have found that idiomatic meanings
are processed faster and in preference to literal ones (Estill & Kemper 1982;
Gibbs 1986; Cronk 1992).

• These findings are challenging for LA: in that approach, semantic composition
of idioms is exactly the same as of literal expressions. There is no reason to think
idioms should be processed any faster; if anything, we might expect them to be
slower, since they involve ambiguity by definition.

3 Extending the power of c-structure

• The psycholinguistic findings plead for what seems intuitively appealing any-
way: that idioms are inserted en bloc, being stored in the lexicon as units.

• The issue is that the non-local character of idioms is ill-suited to the strict lo-
cality of context-free grammar rules. Proposal: add power to the c-structure
component so that such non-local relations are statable. The ‘extended domain
of locality’ of a Tree Adjoining Grammar (TAG: Joshi et al. 1975; Abeillé 1988)
does just this.

3.1 LTAG

• In a TAG, trees, not words, are the elementary components of the grammar.

• TAG is a broad term for a mathematical formalism. Lexicalised TAG (LTAG)
is the linguistically relevant subtype, where each tree must be ‘anchored’ by at
least one word form.

• A TAG consists of a set of elementary trees and the two operations of substitution
and adjunction for combining them.

4Arnold (2015) suggests using manager resources to eliminate the need for semantically inert forms,
for example by having a special idiomatic kick which simply throws away the meaning of the bucket.
Arnold himself notes a number of shortcomings of this approach, since it makes the wrong predictions
about modification and cannot easily explain variation in syntactic flexibility. See the Appendix for
more details.
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Initial trees Auxiliary trees

NP

N

Alex

S

NP⇓ VP

V

kicked

NP⇓

VP

VP* AdvP

Adv

hard

S

NP⇓ VP

V

said

S*

Table 1: Some elementary trees

3.1.1 Elementary trees

• Elementary trees come in two types: initial and auxiliary (Table 1).

• An initial tree is a tree where all of the frontier nodes are either terminals or else
non-terminals marked as substitution sites by a down arrow (⇓).5 Substitution
sites correspond to the arguments of a predicate.

• An auxiliary tree is an elementary tree in which one of the frontier nodes is
specified as the foot node, and marked with an asterisk (*). This node must be
labelled with the same symbol as the root node of the auxiliary tree.

• Predicates are associated with tree families, sets of trees which represent its po-
tential syntactic realisations (Figure 1).

• Abeillé (1988, 1995) has observed that the extended domain of locality offered
by a TAG offers a particularly natural way of describing idioms. We simply
allow elementary trees to be ‘multiply anchored’, so that more than one frontier
node is filled by a terminal node:

(13) S

NP⇓ VP

V

kicked

NP

D

the

N

bucket

5I depart from standard TAG practice of using ↓ so as to avoid confusion with the LFG metavariable.
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active voice:

S

NP⇓ VP

V♦ NP⇓

passive voice:

S

NP⇓ VP

V[pass]♦ (PP)

P

by

NP⇓

object relative clause:

NP

NP* S

(NP[wh-pro]⇓) S

NP⇓ VP

V♦

subject relative clause:

NP

NP* S

(NP[wh-pro]⇓) S

VP

V♦

NP⇓

object wh-question:

S

NP[wh]⇓ S

NP⇓ VP

V♦

subject wh-question:

S

NP[wh]⇓ S

VP

V♦

NP⇓

Figure 1: (Partial) tree family for a transitive verb
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3.1.2 Substitution and adjunction

• Substitution is simply the replacement of an appropriate substitution site by an
elementary or derived tree whose root node matches the symbol at the substi-
tution site.

(14)

A

S

α

A

β

⇒

A

S

A

γ

(15)

NP

Kim

S

NP⇓ VP

V

kicked

NP⇓

NP

Alex

⇒

S

NP

Kim

VP

V

kicked

NP

Alex

• Adjunction is shown in (16):

(16) S

A

α

A

A*
β

⇒

A

S

A

A

γ

• To adjoin β into α, we remove the subtree rooted in A from α, replace it with
β, and then attach the subtree which we removed to the foot node of β. This
produces a larger tree, γ.

• In effect, the auxiliary tree is inserted at the adjunction site and ‘expands’ the
node around itself.

(17) S

NP

Kim

VP

V

kicked

NP

Alex

VP

VP* AdvP

hard

⇒

S

NP

Kim

VP

VP

V

kicked

NP

Alex

AdvP

hard
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• In addition to modifiers, this is also how LTAG accounts for unbounded depen-
dencies.

• Adjunction allows trees to grow ‘from the inside out’. This means that relation-
ships can be encoded locally even though the elements involved may end up
arbitrarily far apart.

3.2 TAG-LFG

• In standard LFG, a lexical entry is a triple (W, C, F), where W is a word form,
i.e. the terminal node in the phrase-structure tree, C is a c-structure category,
i.e. the pre-terminal node, and F is a functional description, i.e. a set of ex-
pressions spelling out additional linguistic information via the correspondence
architecture.

• In TAG-LFG, a lexical entry is instead a triple (〈W〉, T, F), consisting of a list
of word forms, a tree, provided by some metagrammar (Candito 1996; Crabbé
et al. 2013), and a functional description. An example is given in Figure 2.

〈W〉 = 〈kicked, the, bucket〉
T = S

(↑ subj)=↓
NP⇓

VP

V♦0 (↑ obj)=↓
NP

D♦1 N♦2

F = (Sφ tense) = past

...

λx.∃e[die(e, x)] : (Sφ subj)σ ⊸ Sφσ

Figure 2: TAG-LFG lexical entry for kicked the bucket

• The word forms occur as a list because the trees for MWEs will be multiply
anchored. For regular lexical entries, this list will be a singleton.

• This is separated from the tree because the two elements of the entry come
from different parts of the grammar: the morphology and the ‘syntactic lexicon’
where tree schemata are stored.

• The lexical anchors, marked with ♦s, are numbered according to the list index
of the lexeme that is to be inserted there.

• The functional description remains the same, although it now allows reference
to more remote nodes, and so instead of ↑ or ↓ I use node labels as a shorthand
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for the nodes in question.6, 7

• The move to complexify c-structure does not change the overall complexity of
LFG, since it has been shown that LFGs in general are more than mildly context
sensitive, owing to the power of f-structure (Berwick 1982).

3.3 Accounting for the idiom facts

• The differences in syntactic flexibility are represented in the different tree fam-
ilies which the idioms are related to. For example, kick the bucket would not
include any trees beyond the simple active voice.

• Decomposable idioms can have more than one meaning constructor associated
with them, accounting for their internal modifiability (e.g. Figure 3).

〈W〉 = 〈pulled, strings〉
T = S

(↑ subj)=↓
NP⇓

VP

V♦0 (↑ obj)=↓
NP

N♦1

F = (Sφ tense) = past

...
λx.connections(x) : (Nφσ var) ⊸ (Nφσ restr)
λxλy.∃e[exploit(e, x, y)] : (Sφ subj)σ ⊸ (Sφ obj)σ ⊸ Sφσ

Figure 3: TAG-LFG lexical entry for pulled strings

• The long-distance dependency facts fall out straightforwardly from the standard
TAG approach. For example, we can encode the relative clause form of pull
strings in a single elementary tree, even though the components can end up
arbitrarily far apart because of adjunction:

6In reality, the node labels are not the nodes: they are the output of a node labelling function λ
applied to each node (Kaplan 1995).

7In addition, since the functional descriptions must be resolved once all adjunctions and substitu-
tions have taken place, we cannot see the trees as being manipulated derivationally by the operations
of substitution and adjunction. Rather, we view the trees as tree descriptions (Vijay-Shanker 1992), which
together with the combining operations license a set of derived trees which make up the grammatical
sentences of the language in question. Cf. the notion of context-free grammar rules as ‘node admissi-
bility conditions’ (McCawley 1968).
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(18) NP

NP

strings

↓∈(↑ adj)
S

(↑ subj)=↓
NP⇓

VP

V

pulled

S

(↑ subj)=↓
NP

Kim

VP

V

claimed

(↑ comp)=↓
S*

⇒

NP

Sandy

NP

NP

strings

↓∈(↑ adj)
S

(↑ subj)=↓
NP

Kim

VP

V

claimed

(↑ comp)=↓
S

(↑ subj)=↓
NP

Sandy

VP

V

pulled

• The TAG-based approach also aligns with the psycholinguistic findings, since
a parse involving an idiom will involve fewer elementary trees: instead of the
three trees for kick, the, and bucket, it will just involve the one for kick the bucket,
for example. This make sense of the increased processing speed (Abeillé 1995).

4 Conclusion

• Idioms, like periphrases, represent cases where we want the lexicon to provide
multiword expressions to the syntax.

• A context-free c-structure has too narrow a definition of locality to describe
the relationship between the parts of idioms directly, and it cannot easily be
modelled at other levels of description either.

• Using a TAG instead allows us to take advantage of its extended domain of lo-
cality and the operation of adjunction: this means we can describe the relation-
ships between idiom parts locally, even if they are ultimately realised arbitrarily
far apart.
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• This allows us to describe each idiom in one place, in the lexicon, while still
recognising its multiword status by associating it with more than one word
form.
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Appendix

• Arnold’s (2015) approach using manager resources does eliminate the need for
many semantically inert forms, although it still requires ambiguity of the head
word. Idiomatic kick has the following meaning constructor:

(19) λyλxλQ.∃e[die(e, y)] : (↑ subj)σ ( [[(↑ obj)σ ( ↑σ]( ↑σ]( ↑σ

• This consumes the meaning constructor for literal the bucket, which has the fol-
lowing form:

(20) λP.the(b, bucket(b), P(b)) : ∀H[oσ ( H]( H

• In fact, it is possible to do this at the phrasal level and avoid any lexical am-
biguity (cf. Asudeh et al.’s 2013 approach to constructions). We associate a dis-
junction of idiom templates with the VP rule, including, e.g., Kick-the-Bucket:

(21) VP → V′

({@Kick-the-Bucket| . . . })

(22) Kick-the-Bucket :=
(↑ pred fn) =c kick
(↑ obj pred fn) =c bucket
(↑ obj spec pred fn) =c the

λPλy.∃e[die(e, y)] : [(↑ subj)σ ( ↑σ]( (↑ subj)σ ( ↑σ

• This also allows an extension to decomposable idioms:

(23) Spill-the-Beans :=
(↑ pred fn) =c spill
((↑σ arg2)σ−1 pred fn) =c bean

λPλxλy.∃e[divulge(e, x, y)] :
[(↑σ arg1)( (↑σ arg2)( ↑σ]

(↑σ arg1)( (↑σ arg2)( ↑σ

λQλv.secret(v) : [(↑σ arg2 var)( (↑σ arg2 restr)](
(↑σ arg2 var)( (↑σ arg2 restr)

• However, this approach ultimately seems untenable, since it makes entirely the
wrong predictions about modification (a point which Arnold 2015 notes).

• Since the manager throws away the object’s meaning, it can do this just as well
before or after that meanings is modified, since it will correspond to the same
glue expression in either case.

• This predicts that (a) modification should be possible in cases like kick the bucket,
but simply have no effect on the meaning, and (b) modification should be am-
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biguous in cases like spill the beans, either affecting the meaning or not, depend-
ing on the order of composition.

• Neither of these predictions is borne out: internal modification of bucket is not
innocuous, but results in a loss of idiomaticity, and internal modification of
beans is not optional.

(24) #Sandy kicked the red/painful/sudden/. . . bucket.

• A technical get out is available at least in the kick the bucket cases; we can include
the following constraint in the idiomatic head or the template (Arnold 2015):

(25) ¬(↑ obj adj)σ〈et,et〉

• This prevents the object having normal 〈et, et〉modifiers, but allows expressive/
emotive modifiers, as in (26), which are presumed to have a different semantic
type (Potts 2005):

(26) Alex kicked the proverbial/bloody bucket.

• This is purely stipulative, however, and won’t help us with the internally mod-
ifiable cases.
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