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ABSTRACT
Wave propagation over variable bathymetry is known as one

of the possible mechanisms that can provoke rogue waves. In
this paper, we use a fully nonlinear potential-flow solver, Ocean-
Wave3D, to simulate the process of waves propagating over vari-
able bathymetry and analyse the kinematics under the free sur-
face near the top of the slope. To achieve this, we first evalu-
ate the accuracy of the numerical results generated by Ocean-
Wave3D. We carry out convergence tests to examine the influ-
ence of different parameters in OceanWave3D on the numerical
results. Based on verification and validation tests, we evalu-
ate the accuracy of OceanWave3D for problems with variable
bathymetry comparing numerical and experimental results. We
find that OceanWave3D is accurate enough to solve equations
for problems with abrupt depth transitions and the agreement
between experimental results and numerical results is good. Fi-
nally, we investigate the kinematics and we find that a slope can
not only amplify crest amplitudes but also increase the wave
kinematics near the top of the slope, which has obvious impli-
cations for loads on offshore structures.

1 Introduction
Large ocean waves are of interest to scientists and engineers.

In particular there is interest in what can cause larger waves than
predicted by linear wave dynamics. Various mechanisms have
been proposed which might give rise to such so called rogue or
freak waves [1–4]. One which has received considerable atten-

tion over the past decade is where waves pass over abrupt depth
transitions [5–9]. Li et al. [10] argue that the release of bound
components as the water depth changes is the primary cause of
the excess number of rogue waves which have been observed
in experiments and numerically. Modelling these waves pass-
ing over abrupt depth transitions to better understand this phe-
nomenon is the subject of this paper.

Ocean waves are typically modelled using potential flow
equations. Numerically solving these equations is a well known
problem in ocean engineering and a number of techniques ex-
ist. Some, such as Green function codes [11] are excellent for
solving problems with complex domains but have high com-
putational demands. SPH is also an alternative [12]. Here we
examine whether the numerical model OceanWave3D (OW3D)
can be used for modelling waves passing over abrupt changes in
bathymetry. Following this we exploit the fact that OW3D ex-
plicitly solves for the internal kinematics under the waves to do
a preliminary investigation of the impact on the fluid motion of
the waves passing over the step.

2 Methodology
In this section, the numerical simulation and the experimen-

tal set-up are introduced.

2.1 Numerical simulations by OW3D
In this paper, all of the numerical results are generated us-

ing OW3D [13]. The code time-marches the classical potential-
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flow water-wave equations. The code has been extensively used
for modelling water wave propagation and kinematic [14, 15].
OW3D is a fully nonlinear potential-flow solver [13]. Potential-
flow equations for surface gravity waves are solved by OW3D in
a three-dimensional Eulerian frame [13], which gives the kine-
matics information not only at the free-surface boundary but
also at all the vertical nodes hence allowing full kinematic re-
construction. Hence, in this study, the wave kinematics results
are extracted directly during the time marching process without
any further assumptions. A classical fourth-order Runge-Kutta
time marching is applied in OW3D. In OW3D, a σ -coordinate
transformation is applied to map the vertical solutions to a time-
invariant grid, which can also be used to solve the fully nonlinear
potential-flow equations with variable bathymetry. The numeri-
cal results from OW3D for nonlinear waves on a semi-circular
shoal has been validated against the experiments [16] in previous
studies [13].

The numerical domain and wave parameters selected vary
depending on the particular case considered. Distances in the
horizontal are given by x and in the vertical by z with a datum
of mean water level. In the convergence tests presented in §3.1,
the length of the numerical domain, Lx, is fixed as 140 times the
wave-length (Lx=30,720 m). The time duration of the simula-
tions is equal to 160 times the wave period (t=1920 s). The water
depth in the simulation is 500 m (giving non-dimensional depth
kh = 14). In terms of the wave parameters, the representative
wave-length (λ ) is 225 m and the wave period (T ) is 12 s.

In the convergence test, the values of ∆t, ∆x and Nz are
changed to investigate the influence of different values. The
different values of these three parameters and the correspond-
ing number of nodes per wave-length (λ/∆x) or time steps per
wave period (T/∆t) are given in Table 1. The number of nodes
on the x-axis, Nx, varies between 2049 and 4097. This results in
a variation in ∆x between 15 m (15 points per wave-length) to 7.5
m (30 points per wave-length). The value of ∆t, the time inter-
val between two time steps, varies between 0.3 s (40 time steps
per wave period) and 0.8 s (15 time steps per wave period). The
number of nodes in the vertical direction, Nz, is varied between
20 to 40, which are clustered to give greater resolution near the
free surface (see equation (4) in [13]).

The numerical domain and wave parameters of the verifica-
tion and validation tests are presented in Table 2.

In the verification test simulations, the waves are generated
and fluxed in from the left boundary of the numerical domain
and absorbed on the right. Thus a relaxation zone and a damp-
ing zone are used. The relaxation zone is used for generation of
the wave in the numerical domain and is located from 0 m to 10
m (3 times the wave-length) on the x-axis. The damping zone,
used for wave absorption, is located from 190 m (56.6 times the
wave-length) to 200 m (59.6 times the wave-length). The wa-
ter depth on the deep-water side is 0.55 m (the non-dimensional
water depth kh is 1.03) and in shallower-water side is 0.2 m (the

∆t (T/∆t) ∆x (λ/∆x) Nz

0.30 (40)

0.34 (35)
7.5 (30) 20

0.40 (30)

0.48 (25)
12.0 (19) 30

0.60 (20)

0.80 (15)
15.0 (15) 40

TABLE 1: Different values of ∆t, ∆x and Nz in OW3D and their
corresponding nodes per wave-length (λ/∆x) or time steps per
wave period (T/∆t).

Lx (m) Nx t (s) ∆t (s)

Verification tests 200 32000 120 0.00125

Validation tests 54 3500 64 0.00781

Nz kds kdd λ (m)

Verification tests 20 0.37 1.03 3.36

Validation tests 20 0.78 1.55 2.23

TABLE 2: Length of the numerical domain Lx, number of nodes
on the x-axis Nx, time duration of the simulation t, time interval
between two time steps ∆t, number of nodes on the z-axis Nz,
non-dimensional depth in shallower water kds, non-dimensional
depth in deeper water kdd and wave-length λ .

non-dimensional water depth kh is 0.37). Therefore, the water
depth change (∆h) is fixed as 0.35 m. Although the gradient of
the slope changes for different cases from 0.33 to 14, the top of
the slope is always located at x=110 m.

In the validation tests, we use two relaxation zones with ‘one
iteration’ for wave generation, similar to [18]. The first relax-
ation zone is located from 0 m to 10 m (4.5 times the wave-
length) and the second one is located from 10 m (4.5 times the
wave-length) to 20 m (9 times the wave-length). The second
relaxation zone is implemented mainly to absorb the reflected
wave, caused by the reflection of waves reaching the slope. The
location of the damping zone is from 44 m (20 times the wave-
length) to 54 m (24 times the wave-length). The gradient of the
slope is 1, and it is located from 21.5 m to 21.88 m in the numer-
ical domain. However, in the simulation, the wave just leaving
the second relaxation zone is not exactly equal to the target initial
condition. Therefore, an iterative method is used to reduce the
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FIGURE 1: Diagram of experimental set-up including gauges, step, beach and wave-maker positions (from [17]).

disagreement between the numerical wave and the initial con-
dition. The iterative method can be performed by finding the
difference between the wave just leaving the second relaxation
zone and the expected initial condition. Then, we add the dif-
ference onto the initial condition and repeat the same simulation
again until the wave leaving the relaxation zones agrees with the
iterated initial condition.

2.2 Experimental data and set-up
In this paper, all the experimental data are obtained from Li

et al. [17]. The experimental set-up is presented in Figure 1. A
total of 16 gauges were used to measure the waves of which 4 are
selected for comparison with the numerical simulations. Data at
gauges 1, 3, 8 and 11 are selected, and the location of these is
shown in Table 3. The width of the flume is 0.6 m and the length
is 35 m. The top of the slope is 7.5 m away from the wave-maker.
The water depth of deeper water side, hd , is 0.55 m and the water
depth of shallower water side, hs, is 0.2 m. Thus the height of
the slope is fixed as 0.35 m. The slope is indicated by the dashed
line in Figure 1, showing a slope of 1:1.

Gauge no. 1 3 8 11

Position x (m) -1.88 0.00 0.90 5.00

TABLE 3: The locations of gauges 1, 3, 8 and 11 in the experi-
ment. Position x indicates the distance to the top of the slope,
and positive value indicates gauges after the top of the slope
(from [17]).

3 Verification
Verification is conducted to make sure OW3D is accurately

solving the potential-flow equations for wave propagation over
steps. However, we start by considering waves propagating over
a flat bed. Whilst the accuracy of OW3D is well established for

such a case this is helpful in interpreting our later results when
varying bathymetry is introduced.

3.1 Convergence on flat bathymetry
Simulations of unidirectional waves on a flat bathymetry are

run first. We do this to understand the impact of numerical dis-
cretisation on the accuracy of the solution We use deterministic
wavegroups, which we initialise in space using linear theory. The
initial wavegroup is given by wave:

η(x) = Ae−
1
2 S2

x x2
cos(kpx), (1)

where η is the surface elevation, A is the amplitude, Sx is the
spatial bandwidth and it is equal to the spectral width for narrow-
banded wavegroups and kp is the peak wavenumber. The group
propagates for 160 wave periods and at their steepest the waves
would have Ak = 0.1 if the evolution were linear. Note that due
to non-linear evolution (e.g. [19–21]) the focus amplitude will be
slightly higher than the one predicted by the linear theory. In this
case, Sx is 0.004606 m−1 which a reasonable value for real ocean
waves [22].

In Figure 2, the relationship between the error in the numeri-
cal results and the value of different parameters in OW3D is pre-
sented. We consider three parameters in OW3D: ∆t, ∆x and Nz,
and show the results in subfigures (a,b), (c,d) and (e, f ), respec-
tively. In Figure 2, ∆t is non-dimensionalised by wave period T
and ∆x is non-dimensionalised by wave-length λ . The values
of ∆x, ∆t and Nz and their corresponding values of nodes per
wave-length (λ/∆x) and time steps per period (T/∆t) are shown
in Table 1. It is worth emphasising the most important informa-
tion are the number of nodes per wave-length or time steps per
wave period rather than the absolute values themselves, which
ultimately depends on the value of ∆t, ∆x and Nz in OW3D. In
this simulation, the representative wave-length (λ ) is 225 m and
wave period (T ) is 12 s. If the selected parameters in OW3D
are ∆x=7.5 m and ∆t=0.3 s, it means there are approximately 30
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FIGURE 2: Convergence test of different parameters in OW3D for (a,b) ∆t, (c,d) ∆x, and (e, f ) Nz. Parameters are also non-
dimensionalised by wave-length (λ ) or wave period (T ). ∆t is the time interval between two time steps. ∆x is the spatial interval
between two nodes on the x-axis. Nz is the total number of nodes on the z-axis. T/∆t is time steps per wave period and λ/∆x is nodes
per wave-length. norm/norm0 is the ratio of vector norm and it is the ratio between the vector norm of difference with the base case and
the vector norm of the base case; ηmax is the maximum surface elevation.

nodes per wave-length and 40 nodes per period, while solving
the potential-flow equations in OW3D.

A base case for the convergence tests is defined with
λ/∆x=30, T/∆t=40 and Nz=20. Different values of ∆x and ∆t
are then considered with the variation being presented in Figure
2(a,b), and (c,d). The ratio of the vector norm and the maxi-
mum crest values are used to evaluate the difference compared

against the base case. The vector norm of the difference is de-
fined by the discrepancy between the wave profile of the base
case and the wave profile of one of the other cases (∥(η0 −η)∥).
The ratio of the vector norm (norm/norm0) is defined as the ratio
between the vector norm of the difference and the vector norm of
the wave profile of the base case (∥(η0)∥):
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norm/norm0 =
∥(η0 −η)∥
∥(η0)∥

, (2)

in which η0 is the wave profile for the base case in the simulation
and η is the wave profile for the case of interest.

Figure 2(a,b) shows how the numerical results change with
different number of time steps per wave period (T/∆t). Firstly,
the ratio of the vector norm increases and the maximum crest
value decreases when decreasing the value of T/∆t. This means
the difference compared with the base case increases, and the ac-
curacy of simulation decreases. Secondly, below value of T/∆t
= 20, there is significant variation in the value of ratio of the vec-
tor norm and the maximum crest value. Thus, in the simulations
used in this paper a maximum timestep of 1/20 of a wave period
is used.

In the convergence test for λ/∆x and Nz, shown in Figure
2(c,d) and (e, f ), we can find that there is no significant increase
or decrease when changing the value of λ/∆x or Nz, which means
the numerical results are not sensitive to the value of λ/∆x and
Nz for the range of values tested. In each subfigure, there are
three lines with different colour and the difference between them
is dominated by the different values of T/∆t. The value of the
ratio of between the vector norm and the maximum crest value
shows only little change when changing the value of λ/∆x or
Nz. Thus, there are no limitations, within the range tested, with
respect to the value of λ/∆x and Nz when using OW3D.

3.2 Convergence on varying bathymetry
Having examined the propagation of waves on a flat

bathymetry in OW3D, we now investigate the accuracy of OW3D
when solving potential-flow equations for waves propagating on
an abruptly changing bathymetry. To test this, we use the re-
versibility properties of the governing equations. We run the
simulations forward in time up the slope, before reversing the
sign of the time step to run the simulations back to the initial
conditions. The difference between the initial conditions and the
result at the end of the simulations is a rigorous a test of numer-
ical accuracy (see [14, 22]). Similar wavegroups to those in the
above test are used. In Figure 3, the relationship between the gra-
dient of slope and the error in the forward/backward simulations
is presented.The gradient of the slope is calculated as the ratio
between the water depth change or the height of the slope (∆h)
and the horizontal span of the slope(∆d):

slope =
∆h
∆d

. (3)

The water depths are described in §2.1, and the size of the
horizontal span of the slope is changed, leading to different value
of the slope.

To assess the error in the numerical simulation the vector
norm is used (norm/norm0). It is calculated as the ratio be-
tween the vector norm of the difference between the wavegroup
at the start of the forward simulation and the wavegroup at the
end of the backward simulation (∥(ηforward−ηbackward)∥) and the
vector norm of the wavegroup at the start of the forward case
(∥(ηforward)∥):

norm/norm0 =
∥(ηforward −ηbackward)∥

∥(ηforward)∥
. (4)

Therefore, if the value of norm/norm0 is smaller, there is less dif-
ference between the forward and reverse runs. In Figure 3(a), the
difference (i.e., norm/norm0)) increases as the slope increases.
Thus, the simulation error increases for steeper slopes. However,
a plateau is reached for slopes steeper than 6, where the ratio
converges to a value around 0.05.

In addition, in Figure 3(b,c,d,e), we present the comparison
between the wavegroup at the start of the forward simulation and
the wavegroup at the end of the backward simulation for differ-
ent slopes. These subfigures show that the agreement between
these two wavegroup is visually acceptable for all cases. Thus
we have confidence that, at the resolution chosen, OW3D can
solve the governing equations accurately even when steep slopes
are included in the domain.

4 Validation: comparison with experimental data
We compare numerical and experimental results to under-

stand the difference between actual waves in the experiment and
waves generated by the numerical tank.

In the experiment (see §2.2) the wave propagates from
deeper to shallow water up a steep slope. The data at probe 1,
which is located 1.88 m before the top of the slope, is used as
the input to the simulation. The numerical domain and relax-
ation zones are introduced in Table 2 and §2.1. The numerical
bathymetry is the same as the experimental bathymetry and the
chosen slope is 1:1. The experimental and the numerical results
are compared at gauges 1, 3, 8 and 11. The spatial locations for
these 4 gauges are presented in Table 3. After trying different
methods to generate the waves in the numerical tank, we find the
agreement between the numerical and the experimental results
are the best if we use two relaxation zones with one iteration for
wave generation. The iterative method is described in §2.1. Thus
the comparison at gauge 1 is a test of how accurate we are in
initialising our simulations.

In Figure 4(d,e, f ) show the comparison between the ex-
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FIGURE 3: Reversibility of OW3D simulation, for (a) the relationship between the gradient of slope and the numerical difference, for
(b,c,d,e) the comparison between the wavegroup at the start of the forward case and at the end of the backward case in different slopes.
norm/norm0 is the ratio between the vector norm of difference and the vector norm of the wavegroup at the start of the forward case; η

is the surface elevation and t is time.

perimental and the numerical results at gauge 3, 8 and 11, re-
spectively. We find that the agreement between experiment and
simulation is acceptable at all of these three gauges. However,
there are small discrepancies, which are further analysed below.

In Figure 4(a,b,c), the amplitude spectrum of numerical
and experimental results at gauge 3, 8 and 11 respectively are
presented. Figure 4(a,b,c) show the agreement of the spectrum
between experimental and numerical results is good at all three
gauges including importantly the higher harmonics after the step.

In order to evaluate the different-order harmonics, frequency fil-
tering is used. In Figure 4(g,h, i) and ( j,k, l), the first-order har-
monics and the second-order harmonics are presented at gauges
3, 8 and 11, respectively. At first and second order, agreement be-
tween numerical and experimental results is excellent, and there
is no large difference at any gauge. However, for the third or-
der harmonics, shown in Figure 4(m,n,o), there are significant
discrepancies. The agreement at gauge 8 is good, whereas, at
gauge 3 and 11, there is a difference between the experimental
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FIGURE 4: Comparison between numerical wavegroups and experimental wavegroups at different gauges. Comparison between the
spectrum of numerical and experimental results for (a,b,c), for (d,e, f ) the comparison between experimental wavegroup and numerical
wavegroup generated using two relaxation zones and one itertaion, for (g,h, i) the first-order harmonics, for ( j,k, l) the second-order
harmonics and for (m,n,o) the third-order harmonics. η is the surface elevation and f0 is the peak frequency. t is time, and x indicates
the distance to the top of the slope. 7 Copyright © 2022 by ASME
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FIGURE 5: Total velocity (m/s) at different horizontal and verti-
cal location at t=31.6 s. x and z represent horizontal and vertical
locations. The magnitude of the total velocity corresponds to dif-
ferent colors, shown in colorbar.

and numerical results. One possible reason for this mismatch is
the beating effect predicted by Li’s theory [23], which are sen-
sitive to small errors in position although this explanation is not
fully satisfactory. The amplitude of third order harmonics are
relatively small. Thus, the difference is not apparent in Figure 4
(d,e, f ).

The results presented here are typical for the other cases con-
sidered in [17]. We have not attempted to simulate the ‘step’ case
as we cannot have a perfect step in the OW3D code.

5 Kinematics of wave over variable bathymetry
Having established the accuracy of the code, we now con-

sider how the kinematics of the fluid after the slope. Whilst there
is a large literature on waves over slopes, little attention has been
paid to the kinematics (they are briefly considered in Lawrence
et al. [24]) despite the kinematics being critical to loads on struc-
tures. Unlike some other numerical schemes (particularly HOS)
where kinematics are usually found by post-processing and are
not explicitly solved for, OW3D does solve for the water parti-
cle movements within the domain. In the present analysis, we
continue to investigate the same case as the validation tests and
we select a specific region in the numerical domain to study the
wave kinematics. We focus on the kinematics from 20 m to 25
m on the horizontal axis and traverses the full depth (z-direction)
of the numerical domain.

Figure 5 shows the total velocity at a specific time step
(t=31.6 s). We find the velocity increases locally at the top of the
slope, and the maximum velocity occurs some distance after the
slope. This appears to be consistent with the theory developed
by Li [10], where large waves are predicted where the released
second-order waves and linear waves come into phase. At the top
of the slope itself, there appears to be a localised large velocity

near the sea-bed. This is an unsurprising feature of the analysis–
one would not expect the classic distribution of wave velocities
over the water column at a sharp discontinuity. In fact what is
interesting is how localised this is. This helps explain why sim-
plified models which ignore local effects such as [25] show good
agreement with numerics and experiments.

We now briefly consider the impact of wave kinematics on
loads on offshore wind turbines. Following the recent work of
Klahn et al. [26], we use the kinematics to calculate the loads on
an offshore structure. Monopiles are common types of offshore
structures (e.g., offshore wind turbines), and we can evaluate the
wave loading on slender structures based on the kinematics in the
absence of the structure [27]. The inertial force is one component
of the wave loading and caused by the acceleration of the flow.
The inertial force is dominant for cylinder whose diameter is 0.2
times larger than the representative wave-length (D/λ > 0.2). In
this case, a diameter of the cylinder (D) of 0.5 m is selected and
the inertial force on the cylinder can be calculated by Morison’s
equation [28].

F(x, t) = ρ
πD2

4
CM

∂u
∂ t

, (5)

where F(x, t) is force per unit length on a fixed vertical cylin-
der located at a specific spatial location (x), ρ is the water den-
sity, CM is the inertial coefficient (CM = 2) and ∂u

∂ t is the time
derivative of the horizontal velocity at corresponding time and
space. We note that the Morison calculation is a simplified one–
models such as Rainey [29] contain more physics including bet-
ter modelling the higher order harmonics of the loads [30–32].
We choose to examine the moment on the cylinder around the
sea-bed as this is typically the critical load in for structural and
geotechnical design of such structures.

After calculating the moment on the cylinder at each time
step and each spatial location, we can find the maximum value
of the envelope of the moment at each spatial location (from
x=21.88 m, the top of the slope, to x=25 m). We run two simula-
tions: one uses the linear version of the code, whereas the other
solves the fully non-linear equations. Figure 6 shows the max-
imum value of the envelope at each spatial location. In Figure
6, the linear case and nonlinear case are compared to investigate
the influence of the slope on the higher-order harmonics waves
of the wavegroup. We find the maximum value of nonlinear case
is larger than that of linear case on the shallower water side. It
means the slope not only amplifies the wave crest, but also in-
creases the wave kinematics and the moment on the cylinder. We
also see a ‘beating’ pattern forming (see for instance [33]) which
is consistent with the model that amplifications in response are
caused by the release of bound waves. Whilst not investigated
here, we note that offshore wind turbines are typically designed
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FIGURE 6: Maximum value of the envelope of the moment (Mmax) at different spatial location (x) for a cylinder whose diameter is 0.5
m. The top of the slope 21.88 m. In the nonlinear case, nonlinear terms of the free-surface boundary conditions are included in the
simulation, and in the linear case, numerical waves follow linear wave theory.

so that the resonant frequency is double or treble typical storm
waves [34]. Thus loading from released higher harmonics will
be particularly important to understand for design.

6 Conclusions
In this paper we have shown OceanWave3D can be used

to model waves passing over varying bathymetry including very
sharp changes in bathymetry which have attracted considerable
interest as a mechanism for generating abnormal waves. We
show the code is numerically accurate for modelling such cases.
We also show that there is generally very good agreement be-
tween numerics and experiments except for the very small third-
order components. The accuracy of OceanWave3D appears to
be primarily dominated by the timestep at least for the values
considered herein.

Although steps have been shown to produce abnormal waves
at the top of the slope, these have not so far been linked to loads
on structures. Here, we use the kinematics from our numerical
simulations to do this. We show that loads on offshore structures
are significantly enhanced by the non-linear physics as waves
pass over steep slopes, which is of potential concern to offshore
engineers.

Future work will look at extending the results in this paper to
random waves and to directionally spread waves which are more
representative of the waves present in the real ocean.
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