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1. Overview

Molecular imaging plays a crucial role in our quest to translate
the knowledge of the cancer genome/proteome to potential
clinical benefits by, for instance, monitoring spatiotemporally
the molecular and cell biological (pharmacodynamic) response
to anti-tumour therapeutics (Figure 1). A multi-scale imaging
approach is required to tackle the genome-wide scale of gene/
protein network complexity, thereby requiring high content/
throughput imaging in order to understand cancer proteome
sensitivity and more specifically, to identify the so-called fragile
points (individual proteins or specific protein–protein interac-
tions) within the proteome which can be targeted efficiently.[1]

In Section 2 we provide a brief review of the current FRET
technologies including considerations regarding the selection
of appropriate fluorophores and in Section 3 we discuss high-
content adaptations of some of these technologies.

The high-content image datasets can be further analysed by
using the existing protein interaction bioinformatics tools that
serve as a platform to provide a filter for the initial hits and/or
to organise these hits into functional modules. Some of these
current bioinformatics approaches and our own recent ap-
proach to use this platform to design targeted siRNA screens
are described in Section 4.

Once the crucial target protein interactions are identified
from the high-content screen, monitoring the pharmacody-
namic responses to anti-tumour therapeutics requires mapping
the spatially heterogeneous protein proximity (measured in
nanometer scale) within tumour cells, in vivo, at the whole
body level. This also implies a prerequisite requirement for
multiple imaging modalities, since a combination of image res-
olution, depth as well as temporal resolution is necessary.[2]

Hence, we briefly discuss current in vivo FRET imaging tech-
niques and then focus on new developments in microscopic
intravital FRET imaging (Section 5).

In terms of clinical practice, we aim to eventually apply the
tools and knowledge, accumulated through the aforemen-
tioned bioinformatics-driven high content imaging approaches,
to benefit our assessment of the signalling protein network or-
ganisation in excised and/or biopsied cancer tissues. Although
much of this endeavour lies outside the scope of this article,
an outlook perspective is provided in the final section entitled
“Towards systems pathology”.

1.1. Why FRET Imaging for Protein–Protein Interactions?

The complete information every organism needs for life is en-
crypted in its genome. For instance, the human genome enco-

des an estimated 21 000 different genes containing instructions
on how to make proteins. Technological and bioinformatical
advancements within the past decade, together with the in-
creased use of the vast amounts of biological and chemical
data already available, have made possible the construction of
gene/protein networks that are responsible for various cellular
functions, using computational approaches. The commonly
used biochemical genomic approach to provide input data, at
a proteome-wide level for mapping these networks, involves
protein extraction from cells, followed by one- or two-dimen-
sional (2D) gel electrophoresis coupled with mass spectrometry
(MS).[3] Shotgun methods provide useful alternatives to gels,
whereby proteins are first digested into more complex peptide
mixtures that are then analysed directly by liquid chromatogra-
phy coupled to MS. The hydrophobic nature of cell membrane
proteins makes them difficult to extract by digestion, keeping
them under-represented in proteomic analyses, despite the
fact these provide the majority of the “biosensors” within the

Herein we discuss how FRET imaging can contribute at various
stages to delineate the function of the proteome. Therefore,
we briefly describe FRET imaging techniques, the selection of
suitable FRET pairs and potential caveats. Furthermore, we dis-
cuss state-of-the-art FRET-based screening approaches (under-
pinned by protein interaction network analysis using computa-

tional biology) and preclinical intravital FRET-imaging tech-
niques that can be used for functional validation of candidate
hits (nodes and edges) from the network screen, as well as
measurement of the efficacy of perturbing these nodes/edges
by short hairpin RNA (shRNA) and/or small molecule-based ap-
proaches.
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human genome. Detection sensitivity is influenced by the affin-
ity of interactions, abundance of protein partners, and whether
the association is direct or through intermediate binding part-
ners. All these methods provide us with snaphots of the pro-

teome landscape under different conditions and perturbations,
and of the complex cross-talk of the components. Our inter-
pretation of this landscape in terms of the underlying biologi-
cal processes is limited by the different nature of the methodo-
logical biases and by the availability of rigorous measures to
quantify these. One possibility is to use information-theory to
analyse the macroscopic nature of the different proteomic
snapshots and to extract consistent topological properties.[4]

Various imaging-based high content/throughput screening
approaches have recently been tested in different cell biologi-
cal contexts.[5–8] Together with the recently described, automat-
ed FRET approaches,[9–11] these imaging approaches present
certain advantages over incumbent technologies. First, the
post-translational protein modifications or protein complexes
are better preserved and directly observed in situ. Second, the
sensitivity of detecting membrane events is enhanced, com-
pared to biochemical extraction of membrane complexes.
Third, these approaches raise the possibility of monitoring the
kinetics of various protein events, their timing, and their cellu-
lar localisation in situ in a physiologic way. Fourth, to maximise
the information content from the data and obtain the so-
called system response profiles (SRPs), it is necessary to obtain
not only steady-state data, but also to perform negative feed-
back and feedforward network analysis of the proteomic re-
sponse to various perturbations.[12] This type of experiment is
best performed in intact cells by an imaging approach. Fifth,
with an optical approach combined with mathematical analy-
sis, a full functional analysis of the sensitivity[13] within the
human interactome in situ can be achieved and subsequently
validated.

FRET is a technology relying on non-radiative energy transfer
between two molecules in close proximity to measure distance
and orientation. Exploitation of FRET imaging has significantly
contributed to an improved understanding of molecular inter-
actions involved in physiologic as well as pathophysiologic cel-
lular processes including cell division/growth,[14] cell adhesion/
motility/invasion,[15–21] cell senescence/apoptosis,[22] and the un-
derlying signal transduction processes.

2. FRET Imaging: Techniques and Selection of
Probes

In this section we briefly describe currently available tech-
niques for the determination of FRET in imaging applications
and discuss the selection of appropriate donor and acceptor
molecules for FRET experiments.

For the quantitative assessment of protein interactions (e.g.
as a consequence of cellular stimulation or drug treatment)
there are a limited number of techniques available. If that task
has to be performed in a spatiotemporally controlled manner
in live cells or organisms to retain the dynamic dimension of
the experiment then it is even more difficult to obtain the de-
sired information. FRET imaging combines the spatiotemporal
information accessible by microscopy with the nanometer-
range FRET phenomena and thus can be considered to break
the diffraction limit of conventional microscopic techniques.
The photophysical phenomenon of non-radiative energy trans-

Figure 1. Outline for the generation of a protein interaction network.
Scheme for the use of protein interaction subnetworks as a means towards
personalized medicine. Steps in which FRET imaging of protein–protein in-
teractions or biosensor molecules can report valuable information are
shaded in gray. The boxes refer to individual chapters of this review and
capital letters refer to the respective sections.
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fer via a long-range dipole–dipole coupling from an excited-
state donor fluorophore to a ground-state acceptor molecule
(Figure 2 A) was first described by Fçrster fifty years ago.[23–25]

This energy transfer process is inversely proportional to the
sixth power on the distance of the two interacting molecules
(typically in the range of 1–10 nm). It further depends on the
spectral overlap between donor emission and acceptor excita-

tion, the relative orientation of the donor absorption and ac-
ceptor transition moments, and the refractive index. FRET
leads to a decrease in the fluorescence intensity and the fluo-
rescence lifetime of the donor fluorophore. It usually sensitizes
fluorescence emission from the acceptor fluorophore (SE).
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2.1. Techniques to Measure FRET

Determination of FRET can either be achieved by 1) intensity-
based techniques (ratiometric, or involving SE only), or by the
measurement of 2) anisotropy, or 3) fluorescence lifetimes.

For both intensity-based and anisotropy measurements, it is
important to use appropriate excitation and emission filter
sets, to acquire images at appropriate signal-to-noise ratio
levels,[26] and to ensure, by suitable fluorphore selection, that
there is no significant cross-excitation of the acceptor when
exciting the donor. Upon inhibition of FRET, for example, by
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photobleaching the acceptor molecule at its excitation wave-
length, the fluorescence intensity and lifetime of the donor
should resemble a donor not undergoing FRET. Intensity-based
measurements of donor fluorescence and sensitized acceptor
emission are widely combined with acceptor photobleaching
(APB) to prove specificity of the energy transfer process (SE/
APB). SE/APB is by far the most widespread method of measur-
ing FRET, despite several pitfalls. These include 1) dependence
of fluorescence intensities on fluorophore concentrations,
2) acceptor cross-excitation, filter bleed-through, 3) contribu-
tion of auto-fluorescence to signal levels, 4) the possibility of
artefact generation during photobleaching (e.g. increase of
fluorescence in the CFP channel upon irradiation of YFP unre-
lated to FRET[27]), and 5) often low signal-to-noise ratios. This is
mainly due to the consequence of using conventional, non-
specialized imaging equipment. Alternatively, a ratiometric ap-
proach, for example, acceptor emission divided by donor emis-
sion, can be recorded in a confocal setup with appropriate

filter settings. This ratiometric technique represents a fast way
of determining FRET and has been applied frequently in cellu-
lar assays.[28–35] It is especially powerful when biosensors are
used for the measurement of fast changes in second messen-
ger molecules such as cAMP or calcium in order to measure
the cellular response to agonists or antagonists[32, 33] or short-
lived molecules are of interest.[34] However, as it is an intensity-
based method, most of the above mentioned caveats of SE/
ABP techniques also have to be considered very carefully and
a compromise between fast acquisition speed and quantifica-
tion accuracy of the measurement has to be reached. The
latter is especially important if different cells are compared,
but less of an issue if relative FRET dynamics within the same
cell are studied.[29] A thorough analysis of the signal-to-noise
ratios in intensity-based FRET signals and optimal ways to col-
lect them can be found in ref. [36] .

Fluorescence anisotropy is an alternative technique for
measuring FRET. The depolarization of sensitized acceptor
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emission is measured and visualized as change of fluorescence
anisotropy.[9, 37] This technique was shown to be applicable in
laser scanning and wide-field microscopes, which makes it an
excellent candidate for automated high-speed microscopy.[38]

The intracellular activities of several FRET-based protein confor-
mation sensing molecules, which we have imaged with fluo-
rescence lifetime imaging microscopy (FLIM), in various cancer
biological and immunological contexts,[9, 16, 39–43] can now be
tracked in situ in a fast way and without the difficulty of imple-
menting spectral bleed-through corrections that are normally
required in intensity-based steady-state measurements of FRET.
Furthermore, the measurement of fluorescence anisotropy also
allows the determination of FRET between identical fluoro-
phores. If homo-FRET occurs, the anisotropy decreases, which
was used to study protein clustering and to determine cluster
sizes with subcellular resolution.[44, 45]

FLIM as a means of measuring FRET, has several advantages
over intensity-based methods. Firstly, the fluorescence lifetime
is independent of the donor fluorophore concentration as long
as it is dilute enough[27, 46] and, secondly, it is independent of
the length of the light path. The gold standard for the determi-
nation of FRET by FLIM is by measuring the decrease in donor
lifetime.[47, 48] Alternatively, the measurement of the delay be-
tween an excitation pulse and the onset of the fluorescence
lifetime curve of the acceptor has been reported.[49] Fluores-
cence lifetime measurements can be performed by either
time-correlated single photon counting (TCSPC), various time-
gating technologies, or frequency domain measurements (FD),
all of which have been extensively discussed elsewhere.[50–52] It
is not the focus of this article to discuss all the aspects of
these techniques. Briefly, FD techniques based on modulated
source and detectors are fast as they acquire image informa-
tion in parallel, rather than pixel-by-pixel, common to laser-
scanning methods. However their dynamic range and precision
tends to be restricted and their ability to determine multi-ex-
ponential decays is limited. Lifetime provides an additional,
highly specific contrast mechanism to the imaged sample and
the challenge is to use the emitted photons in an efficient
manner to derive this contrast. Low and inhomogeneous
photon counts plague all FRET methods and more so when
FLIM is used. However, the increase in specificity is well worth
the application of FLIM, particularly when stoichiometry is un-
known or cannot be controlled, for example, when FRET donor

and FRET acceptor molecules are on separate proteins. From
our own experience with a TD-setup we can readily detect a
75 ps change in a 2.2 ns fluorescence lifetime. This is equiva-
lent to a 3 % change in FRET efficiency [Eq. (1)] , in which tD is
defined as the unquenched donor fluorescence lifetime and t

is the fluorescence lifetime when FRET is occurring.

FRET efficiency ¼ tD � t

tD
ð1Þ

This level of accuracy can be corroborated by published ac-
counts of theoretical and practical accuracy and our own tests
with simulated data.[53] The efficiency of an instrument and
analysis method to determine lifetime changes is best de-
scribed by the “F number”:[54] the closer this is to unity, the
more efficiently are available counts utilised in the lifetime de-
termination. We regularly achieve an F number of 2.6, indicat-
ing that we can routinely obtain this 3 % resolution with a rea-
sonable 7000 photon counts per pixel. More recent develop-
ments, based on Bayesian approaches, suggest that F numbers
below 1.5 are feasible (P. R. Barber and B. Vojnovic, personal
communication), suggesting that the photon count per pixel
can be decreased by at least a factor of two for the same level
of accuracy. This can be compared to Elder et al. ,[55] who used
FD-FLIM techniques for the determination of FRET. Elder et al.
found FD-FLIM signal-to-noise ratios to be 4–5, while we gen-
erally obtain a signal-to-noise ratio of 15. In contrast to intensi-
ty-based FRET measurements, FLIM-based FRET measurements
can also filter out artefacts introduced by variations in the con-
centration and emission intensity across the sample.

2.2. Selection of Donor and Acceptor Molecules

Common to all FRET measurements is the appropriate selec-
tion of donor and acceptor molecules. A hint for the selection
of such a FRET pair can be taken from the fluorophores’ spec-
tral information, that is, the excitation spectrum of the accept-
or should overlap with the emission spectrum of the donor flu-
orophore, while the acceptor fluorophore should not be signif-
icantly excited at the excitation wavelength of the donor fluo-
rophore. The latter is imperative for measurements relying on
SE/APB, while donor lifetime measurements are not affected.
Furthermore, resistance to photobleaching is another impor-

Figure 2. Principle of FRET and examples of successful experiments involving either genetically encoded fluorophores or labelled antibodies as FRET pairs.
A) Schematic Jablonski representation of basic photophysical processes relevant for FRET. B) Top: absorption spectra of the orange/red fluorescent proteins
mOrange, mRFP1, and mCherry overlapping with the absorption and the normalized emission spectra of GFP. Bottom: Calculated overlap integrals and Fçr-
ster distances R (inset) for the FRET pairs GFP-mOrange, GFP-mRFP1, and GFP-TagRFP. Spectral data were retrieved from the Tsien laboratory website (http://
www.tsienlab.ucsd.edu/). C) Detection of the direct protein–protein interaction between the receptor tyrosin kinases Her2 and Her3 in breast cancer cells.
Both receptors were labelled with genetically encoded fluorophores (Her2 was fused to GFP and Her3 to mRFP1). There is a certain basal level of heterodime-
rization between these molecules as proven by a slightly reduced fluorescence lifetime when both fusion proteins are expressed in the same cell (compare
top and middle rows). Importantly, upon stimulation with neuregulin-1 (NRG), the receptors heterodimerize. This is reflected by a higher FRET efficiency, that
is, a warmer colour in the fluorescence lifetime map in the bottom row. D) Cumulative FRET efficiency histograms are shown for the images in the middle and
bottom row of (C). E) Detection of intermolecular FRET between directly labelled anti-ezrin IgG-Cy2 and anti-phospho PKCa (T250) IgG-Cy3 in breast tissues,
by two-photon FLIM. The images represent an example of invasive breast cancer, in which membranous ezrin:PKCa colocalisation is seen (white arrows) and
which corresponds to the region of increased FRET Eff due to ezrin:PKCa interactions (black arrow). The anti-phospho PKCa (T250) IgG cross-reacts with an
180 kDa non-PKC protein that is located mainly in the nucleus, giving rise to the non-specific nuclear staining.[70] The non-specific staining does not however
interfere with the determination of FRET by donor FLIM.[133, 134] As a negative control, anti-phospho PAK-1 (T423) IgG was conjugated to Cy3 at the same ratio
and applied to the adjacent TMA section. As expected, it was found not to interact with ezrin. F) Cumulative FRET efficiency histograms are shown for the
images in (E).
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tant fluorophore characteristic, especially in SE/APB experi-
ments where separate images must be taken. For FLIM-based
imaging, photobleaching is not much of an issue for the ac-
ceptor fluorophore; however, the donor fluorophore must not
photobleach within the observation window. Furthermore,
photobleaching of the donor will discriminate against the
donor population that does not undergo FRET as these mole-
cules are more likely to photobleach[56, 57] [this principle has
been employed in the so-called donor photobleaching fluores-
cence resonance energy transfer (pbFRET)] . Consequently, the
photobleaching time of the donor fluorophore varies inversely
with its fluorescence lifetime.

A good example of how the available techniques can affect
the selection of a FRET pair is outlined in the following. Mono-
meric green fluorescent protein (mGFP) is a very bright and
photostable genetically encoded fluorophore that exhibits a
single exponential lifetime decay.[48] It is suitable for SE/APB as
well as FLIM-based FRET measurements. However, selecting a
suitable acceptor fluorophore to form a FRET pair is more deli-
cate. Generally, the Fçrster radius and the overlap integral de-
termine whether two fluorophores might form a suitable FRET
pair, but this is not always sufficient. For instance, the mRFP1-
derived mOrange, which has a larger overlap integral with
mGFP than both mRFP1 and mCherry (Figure 2 B), was found
to perform very badly when compared to mRFP1 and mCherry
in FRET experiments with identical amino acid chains linking
mGFP to the mRFPs.[58] The reason for this unexpected behav-
iour of mOrange is not well understood yet, but may be due
to relative orientation-dependent effects (calculation of the
Fçrster radius assumes two independent fluorophores rather
than linked fluorophores as used in these experiments). For
the FRET pairs GFP-mRFP1 and GFP-mCherry we calculated the
Fçrster radius to be 5.2 and 5.3 nm, respectively, which were in
agreement with the literature.[48, 59] When these FRET pairs were
fused with identical linkers or within a biosensor construct it
was shown that mRFP1 is a slightly better acceptor for mGFP
than mCherry (higher FRET).[58] However, mRFP1 is less photo-
stable than mCherry[60] and therefore, while being the RFP of
choice for FRET-by-FLIM, problematic for ratiometric SE/APB ex-
periments. As an example, we show the application of FRET
imaging to study receptor oligomerisation involving the
mGFP-mRFP1 FRET pair in human breast cancer cells (Fig-
ure 2 C/D). The two receptor tyrosine kinases Her2 and Her3
were expressed as chimeras that were fused on their C-termini
with either mGFP or mRFP1. Upon treatment with the Her3
ligand neuregulin-1, the oligomerisation state of the two re-
ceptors increases as determined by an increase of FRET. The
Her2/Her3 heterodimer will be an important cancer target for
screening small molecules or siRNA libraries using high content
(HCM) or high throughput microscopy (HTM) since it has been
purported to be a potent mitogenic and oncogenic unit for a
variety of cancers.[61] Recently, an engineered variant of an En-
tacmaea spp.-derived red fluorescent protein, TagRFP, was re-
ported, which was found to be a good acceptor for GFP in
FRET-by-FLIM experiments (our unpublished results and [62]).
The Fçrster radius of the GFP/TagRFP pair was determined to
be 5.8 nm and is significantly longer than that for GFP/mRFP1

or GFP/mCherry pairs. If the FRET pairs are chosen carefully, it
is possible to monitor different interactions at the same time
in a live cell. As a proof of concept, this has been shown for
two caspase sensors in the same cell.[63] Very recently, this con-
cept was applied for the measurement of caspase-3 activity
alongside calcium levels in apoptotic cells.[64] With the develop-
ment of chromoproteins, which are barely fluorescent and can
act as FRET acceptors,[65] and with further shifting the spectral
properties of fluorescent proteins towards the near-infrared
region,[66] it might soon become possible to monitor even
more than two different co-existing FRET pairs in the same
living cell.

If FRET is determined by donor FLIM measurements, the
decay function of the donor lifetime is also an important
factor. In classical FLIM analysis, the data are fitted to single-,
double,- or multi-exponential decay functions in order to de-
termine the fluorescence lifetimes from these curves. For suffi-
ciently accurate fitting to a single-exponential decay more
than 1000 photons are generally required.[67] In the absence of
any acceptor, a donor fluorophore that exerts a single-expo-
nential decay (e.g. GFP[48]) is favourable over a donor fluoro-
phore exerting a multi-exponential decay (e.g. CFP[68]). This is
because in the presence of FRET any exponential decay be-
comes of higher order. Thus, fluorophores with multi-exponen-
tial decays in the absence of FRET require at least an order of
magnitude more photons and, consequently, it is more time-
consuming to reach the same level of accuracy. Recently,
phasor analysis was adapted for time-resolved FLIM providing
an analysis technique that avoids the use of any a priori infor-
mation such as the exponential decay model for data fitting.[69]

But phasor analysis is not without its problems, not least is the
need to determine the background photon count independ-
ently. Bayesian methods look promising for robust lifetime de-
termination from low-photon-count data which may reduce
acquisition times significantly.[53] In addition, this way of data
analysis provides a significant benefit in the speed of analysis
as compared to classical pixel-by-pixel fitting, which will be im-
portant for larger-scale FLIM-based screening efforts.

If there is no suitable expressible probe (Table 1) or the ex-
perimental setup does not allow for the use of genetically en-
coded fluorophores (e.g. a tagged protein can behave differ-
ently from its untagged counterpart, human tissue samples),
organic dyes offer many more opportunities. Many organic
dyes covering the whole of the UV/VIS and NIR spectra have
been developed, and several have been used for FRET imaging
experiments (Table 2). In principle, the same photophysical and
equipment-related decisions as compared to expressible fluo-
rophores need to be made when selecting any of those for a
FRET experiment. Organic dye-labelling can be performed
either 1) during chemical synthesis of the probe, 2) by coupling
fluorophores to otherwise non-fluorescent probes for specific
labelling (e.g. antibodies[17, 18, 70, 71]), or 3) by specifically targeting
a (leuco-)fluorophore to genetically tagged molecules of inter-
est (e.g. FlAsH/ReAsH to tetracysteine motifs[72] or O6-benzyl-
guanine/O6-benzylcytosin-labelled dyes to SNAP/CLIP-tagged
proteins, respectively[73, 74]).
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The classical example for the detection of protein–protein
interactions was the use of fluorescently labelled antibod-
ies.[70, 71] Unless more sophisticated site-specific labelling strat-
egies are applied, labelling results in a population of antibod-
ies with different dye-to-protein ratios. In addition, dye conju-
gation might interfere with antigen recognition. This is espe-
cially an issue if high dye-to-protein labelling ratios are neces-
sary due to low abundance of antigens or low-affinity
antibodies. For a successful antibody-based FRET experiment

there are further considerations necessary regarding the dye-
to-protein ratios and the Fçrster radius. Antibody pairs were
found to perform best in FRET experiments if the antibody
linked to the donor fluorophore was labelled at a dye-to-pro-
tein ratio of 1:1, while the antibody linked to the acceptor mol-
ecule was labelled at a ratio of 3:1.[75] As for the Fçrster radius,
it is important to keep the donor and acceptor fluorophores
within distances where FRET can occur. Consequently, the use
of directly conjugated primary antibodies is always preferable
over the use of a combination of primary and labelled secon-
dary antibodies. The latter leads to increased distances of the
fluorophores and diminishes a positive FRET signal and conse-
quently the signal-to-noise ratio. If one of the fluorophores is a
fluorescent protein, the use of a primary antibody in combina-
tion with a Fab-fragment of a secondary antibody was also
shown to be successful (e.g. GFP together with Cy3- or Cy3.5-
labelled Fab-fragments[18, 70, 71]). Antibody-based strategies are
mostly applied to experiments involving fixed cells, because
their delivery into a live cell is difficult as they are cell-imper-

meant. However, several other
fluorescent probes and even
some leuco-fluorophores (e.g.
far-red O6-benzylguanine and
-cytosin dyes) share this disad-
vantage with antibodies and
need to be microinjected into
cells if live experiments are de-
sired. The latter is a significant
shortcoming for the setup of
any live cell screening assay or
intravital experiment (see
below). On the contrary, anti-
body or antibody-like molecule
(e.g. DARPin[76])-based FRET ex-
periments are one of the few
pragmatic options for the direct
visualization of protein-protein
interactions in human tissue. Flu-
orophore-conjugated antibodies
can be used on either frozen or
formalin-fixed paraffin-embed-
ded tissues collected from pa-
tients. As an example for an anti-
body-based FRET assay, we show
the direct interaction between
the cytoskeletal protein ezrin
with phosphorylated protein kin-
ase C alpha in tissues derived

from breast cancer patients. This is a phenomenon that was
first reported in breast cancer cells,[18] but was found not to be
cancer type-specific.[18, 77] While a larger tissue study is currently
in progress in our laboratory, Figure 2 E,F shows a typical result
proving the interaction of these two proteins and thereby sug-
gesting that PKCa is involved in the phosphorylation of ezrin
in breast cancer tissues and that this phosphorylation (at Thr-
567) may be implicated in the metastatic relapse of these pa-
tients.[78–80]

Table 1. Genetically encoded fluorophores suitable for FRET pairs.

Donor Acceptor References

mAmetrine tdTomato [63]

Sirius (UMFP-4) mseCFP [64]

mCerulean ~CyPet[a] >

(m)ECFP
YPet > mCitrine ~mVenus[c]

> EYFP

[27, 32, 33, 135–142]

mTFP YFP, mCitrine [63, 143]

mTurquoise mVenus [144]

TSapphire mOrange,[b] dsRed [64, 145]

mUKG, MiCy mKO[d] [146, 147]

(m)EGFP, AcGFP1, TagGFP mRFP,[c] TagRFP, mCherry[d] [48, 62, 148–150]

(m)EGFPDCT mRFP,[c] mCherry[d] [58]

(m)GFP REACh2[e] [65, 151]

mKO mCherry [152]

[a] CyPet has a more blue-shifted and narrower emission peak as com-
pared to Cerulean, but matures inferior at 37 8C; [b] mOrange is not rec-
ommended if photostability is critical or when it is targeted to compart-
ments of low or changing pH;[60] [c] Recommended as acceptor only for
FLIM as its photobleaching is significant; [d] Recommended for ratiomet-
ric measurements due to its good photostability; [e] REACh2 is a chromo-
phore rather than a fluorophore.[65]

Table 2. FRET pairs used in imaging experiments including at least one organic dye.

Donor Acceptor References

EDANS[a] DABCYL[b] [153]

6-chloro-7-hydroxycoumarin DiSBAC2(3)[c] [154]

Dapoxyl sulfonamide Alexa594, dsRed [155, 156]

ECFP FlAsH[d] [157, 158]

Alexa350 Alexa488,[h] Alexa594[h] [159]

BG-K[e] BG-d2,[f] Alexa647 [73, 160]

Fluorescein/FITC Disperse Red 1 (quencher), TRITC, Alexa555 [161–163]

Alexa488 Alexa546, Alexa594 [159, 164, 165]

FlAsH, EGFP ReAsH[d] [149, 166]

EGFP Cy3, Alexa546, Cy3.5 [15, 17–21, 70, 71, 167]

BODIPY[g] Rhodamine [31]

Alexa546 Cy5 [168]

Cy3 Cy5 [70, 169]

Alexa680 QSY-21 (quencher) [170]

[a] EDANS is 5-((2-aminoethyl)amino)naphthalene-1-sulfonic acid, [b] DABCYL is 4-(dimethylaminoazo)benzene-
4-carboxylic acid; [c] DiSBAC2(3) is bis-(1,3-diethylthiobarbituric acid)trimethine oxonol ; [d] FlAsH and ReAsH
stand for fluorescein arsenical helix binder and resorufin arsenical helix binder, respectively, and bind specifical-
ly to CCPGCC motifs ; [e] BG-K is a cell impermeant far-red dye covalently linked to O6-Benzylguanine for cou-
pling to the SNAP-tag. The substrate specificity of the SNAP-tag is orthogonal to the one of the CLIP-tag, thus
allowing for specific labelling of two different proteins in live cells. The combination of CLIP- and SNAP-tags is
promising for future FRET studies; [f] BG-d2 is a cell impermeant UV-excitable europium cryptate pyridine-bipyr-
idine (Eu�PBBP) dye with a large Stokes shift covalently linked to O6-Benzylguanine for coupling to the SNAP-
tag; [g] BODIPY is 4,4-difluoro-4-bora-3a,4a-diaza-s-indacene and belongs to the boron-dipyrromethene dyes;
[h] Free Alexa488,[171] Alexa594,[172] and DyLight594[172] dyes were found to have single-exponential fluorescence
lifetime decays. If Alexa594 or DyLight594 were attached to IgG they showed bi-exponential behaviour.[172]

ChemPhysChem 2011, 12, 442 – 461 � 2011 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim www.chemphyschem.org 451

How FRET Imaging Improves Understanding of Protein Interaction Networks

www.chemphyschem.org


3. FRET Screening: State-of-the-Art Imaging
Techniques and their Throughput

Although microscopy has always been a favourite tool in cell
biology, for long time it suffered from being solely descriptive
and the unbiased discovery of novel pathways or interactions
between them has been difficult. With the establishment of
automated high-content (HCM) and high-throughput micros-
copy (HTM) in combination with RNAi-based knock-down tech-
niques this limitation could now be overcome.

The first groundbreaking HTM work was a recent phenotypic
profiling study by the MitoCheck consortium (www.mitocheck.-
org) screening 21 000 protein-coding human genes using fully-
automated time-lapse wide-field epi-fluorescence HTM[81, 82] for
imaging fluorescently labelled chromosomes in live human
cancer cells (HeLa) stably expressing histone H2B fused to GFP.
Collecting and analysing data of more than 19 million cell divi-
sions, this screen identified 1249 genes involved in mitosis
(5.95 %). Further validation by additional independent RNAis
and complementation assays confirmed 572 mitotic hits
(2.72 %).[8] A systematic analysis of about 700 proteins, most of
them overlapping with these mitotic hits, aimed at the identifi-
cation of their precise cellular localization and protein binding
partners.[7] The authors used bacterial artificial chromosomes
to express tagged proteins, purified them via a biochemical
tandem-affinity approach and identified binding partners via
tandem mass spectrometry. This strategy resulted in 239 puri-
fied proteins (34.3 %) and the identification of 936 binding
partners corresponding to 2011 specific pair-wise protein-pro-
tein interactions (www.ebi.ac.uk/intact, identifier IM-11719).
However, significant information on potential protein-protein
interactions proved not to be accessible due to the low rate of
purified proteins (34.3 %). Furthermore, protein–protein inter-
action dynamics can only be studied crudely with this bio-
chemical technique. Large-scale HTM screening approaches
clearly will be very useful in the future to also investigate
other cellular processes like cell migration and adhesion, cytos-
keletal dynamics, endo- and exocytosis as well as protein se-
cretion, protein trafficking and degradation, nuclear functions,
programmed cell death, or the consequences of viral infec-
tions. However, while such phenotypic HTM screens are invalu-
able for the identification of novel components of a cellular
process, they can be complemented by a variant of HCM/HTM
based on direct protein-protein interaction imaging,[10] in order
to provide additional insights.

In phenotypic screens, there is also the issue of quantifica-
tion as they rely on scoring systems and sophisticated pattern
recognition software. Although, the algorithms can be ulti-
mately trained to be objective, the classification of the pheno-
type and/or its boundaries introduce an element of subjectivi-
ty. The cell morphology often represents a readout that is the
integrated outcome of several signalling subnetworks and de-
convolution into specific pathways is usually very complex.
The assessment of individual protein-protein interactions spe-
cific to a particular pathway or sitting at the junction of several
pathways could allow for a clearer readout. Furthermore, many
phenotypic HTM screens rely on widefield microscopy which

does not offer sufficient spatial resolution to distinguish be-
tween different individual protein complexes.

In contrast, FRET imaging, though relying on far-field optical
arrangements, is a near-field technique which offers access to
quantitative information on complex formation and dissocia-
tion on a molecular level. Recent developments improving au-
tomated high resolution FRET imaging enabled the direct spa-
tiotemporal accessibility of protein-protein interactions of live
cells. Due to the extremely high specificity of a studied pro-
tein–protein interaction in FRET experiments the number of
false positives is also expected to be significantly lower in such
screens (c.f. 54.2 % in the abovementioned phenotypic HTM
screen[8]).

Figure 3 shows an example of a TCSPC-based FRET-by-FLIM
screen for small-molecule compounds interfering with the spe-
cific interaction of two signalling molecules linking a mitogenic
with an apoptotic pathway in cancer cells. Mammalian sterile
20-like kinase-2 (Mst2) is an inducer of apoptosis upon stress
and tumour suppressor signals. Its pro-apoptotic kinase func-
tion is abrogated by complex formation with RAF proto-onco-
gene serine/threonine-protein kinase (Raf1, c-Raf),[83–85] This is a
result of an upregulated Akt kinase pathway[86] leading to dys-
regulation of this Mst2-dependent pro-apoptotic pathway and
eventually can result in unlicensed growth in cancer cells. In
Figure 3 we show results of a typical FRET-by-FLIM HCM screen
for small molecule modulators of the Mst2-Raf1 interaction.
The assay is based on a novel biosensor consisting of Mst2
and Raf1 domains and a FRET pair (mGFP and mRFP1) report-
ing on the interaction. Two hits from this screen are shown as
examples; “compound 27” was found to disrupt the specific in-
teraction of Mst2 with Raf1 and therefore exerts the desired
pro-apoptotic effect in cancer cells while a different com-
pound, “compound 73”, was found to promote this interaction.
Conventional FRET-by-FLIM screens are still somewhat slow
with photon counting rates rarely exceeding 106 s�1, but they
are very precise. However, improved data analysis methods (fit-
ting algorithms, global analysis[43]) have the potential to reduce
the imaging time significantly by making more efficient use of
available counts.

4. Integrating High-Content Imaging Data into
Knowledge about Cancer Proteome Sensitivity

High-throughput and high-content imaging data can be fed
into the framework of publicly available gene and protein in-
teraction networks, which can be used for instance to analyse
cancer proteome sensitivity (by comparing the effects of
knockdown of individual genes on their ‘neighbours’ according
to their relative degree of separation on the network). Rather
than being a static resource, networks can be expanded or up-
dated as the results of new experiments arise, generating a
loop that cycles between predictions and experiments leading
to more sophisticated and refined models.
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4.1. Building a Protein Interaction Network Using
Computational Biology

Protein interaction networks (Figure 4) portray a global picture
of the extracted interacting partners, but the direct relation of

individual protein interactions to specific cellular functions and
dynamics remains still challenging to extrapolate. On the other
hand, the detailed analysis of a particular cellular function or
pathway that may be analysed and extracted in the context of

Figure 3. Drug screening assay for modulators of the specific interaction of Mst2 and Raf1 in breast cancer cells. Cells expressing a biosensor reporting on the
direct protein–protein interaction between Mst2 and Raf1 were treated with different small molecule drugs. All drugs were tested in duplicate and ten differ-
ent regions over the two microplate wells were imaged using a purpose-built automated single-photon FLIM setup. Five of the ten different regions are
shown to illustrate the consistency of the FLIM measurements over various regions in the two wells. (Red) Cells expressing the biosensor in the absence of
drug treatment. (Cyan) Cells expressing the biosensor that were treated with drug number 27; the latter was found to interfere with the interaction between
Mst2 and Raf1. (Dark blue) Cells expressing the biosensor that were treated with the drug number 73, which was found to positively affect this interaction.
(Green) Cells expressing Mst2-GFP were used as an internal control for the determination of the absolute lifetime values and the function oft he biosensor.
The top right panel shows the average fluorescence lifetimes plus standard deviation of the cumulated results of all images taken in this assay.
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specific diseases may benefit from the study of smaller, accu-
rately selected sub networks.[12] In order for such an approach
to be feasible, the selection of relevant subnetworks must be
accurate and reliable, extracting the interactions that play a de-
terminant role in the studied process. Therefore, a fine balance
must be used in selecting from a global network only a small
number of relevant interactions to focus on, without excluding
crucial proteins. Essential to this selection process is the iden-
tification of a set of proteins termed “seed proteins”. These
proteins can be selected by using an educated guess of the
“guilt by association” principles relating a small number of pro-
teins that should be at the basis of a common mechanism
causing the observed phenotype (e.g. the “metastatic” pheno-
type). Candidate proteins are typically selected based on prior

knowledge of the system under investigation, making use of
information from literature, from specific experiments or from
merged data. Once seed proteins are identified, all the interac-
tions involving such proteins are extracted along with interac-
tions between their direct partners, giving origin to a subnet-
work. Direct partners of the selected proteins tend to provide
a more accurate functional association but in some cases part-
ners of partners can also be considered. Studied systems or
pathways can vary tremendously in nature and implications for
cellular function, therefore the criteria used to select seed pro-
teins must also reflect the properties of the system and the
aims of the study. For example, if the aim of a given study is
to understand the mechanism of a particular disease, then a
set of seed proteins can be chosen on the basis of proteins

Figure 4. Scheme for the generation of a protein interaction network including an example. A) Schematic representation of the procedure followed for the
functional analysis of phenotype associated subnetworks. a) High-throughput experimental data derived from a variety of experiments (proteins chips, micro-
arrays, ChIP-Seq, RNA-Seq) currently available from public databases can be integrated with both information previously described in literature and with data
newly generated by in-house experiments. This procedure can be used to identify sets of “seed proteins” specific to the biological processes/pathways under
investigation. b) Large-scale maps of protein-protein interactions (interactomes) can be mined for interactions that involve the previously indentified “seed
proteins”. The selection criteria following the principle of “guilt by association” can be applied to immediate partners or partners of partners. c) The extracted
proteins and interactions constitute subnetworks that can be integrated with available biological data. Following this procedure the subnetworks embed spe-
cific knowledge associated to the studied system and they can be used to propose new experiments. d) Information can be extracted by interfering with a
particular system or pathway embedded in the network. This could be achieved by either completely removing one node (left panel) or by disrupting specific
interactions without affecting other parts of the network (right panel) e) A series of algorithms can be used to identify network regions that are enriched for
proteins of a given function or modules with a higher then average interconnectivity, These regions are commonly referred to as “community structures”.
B) Metastatic phenotype subnetwork for two receptor tyrosine kinases, EGFR/ErbB1/Her1 and ErbB2/Her2 (“seed proteins”, red triangles). A subset of that sub-
network is shown in the inset, and visualizes how the two seed proteins are interconnected via different protein interaction partners. The proteins in the sub-
network are colour-coded according to their domain architecture as shown in the legend with interaction partners represented by ellipses. The whole fully
annotated subnet is available in the Supporting Information.
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previously known to be associated (genetically or from any
other source) with that disease. Transcriptional profiling has
become a standard technique in the last decade and a large
number of diseases have now been characterized by this ap-
proach, therefore this experimental source can be very useful
for the identification of important subnetworks.[87, 88] Genes
found to be differentially expressed in disease tissues can be
used as seed proteins and subnetworks can be constructed
around those proteins and their interactions. Platzer et al. used
information derived from transcriptional profiling of a series of
tumours to construct tumour specific subnetworks, which
were later analysed using a series of network theory-based
measures.[89] They concluded that several tumours have func-
tional dependencies on particular proteins and those proteins
can be identified on the basis of transcriptional profiling. Fur-
thermore they proposed that a robustness analysis of tumour
subnetworks might yield novel therapies with higher specificity
and smaller chance of developing resistance.

An example of a seed protein (ezrin) that is associated with
a membrane receptor-cytoskeletal linkage function, causing
the “metastatic” phenotype, is shown in Figure 2 E. The appli-
cation of FRET imaging in live and fixed cells has significantly
improved our understanding of the molecular pathways by
which extracellular and environmental signals are sensed by
these membrane receptors, transduced through the cell signal-
ling machinery, in order to trigger remodelling of the cytoske-
leton, thus leading to cancer cell invasion and metastases. We
have now attempted to connect in a human proteome subnet-
work (Figure 4 B) that includes many of the cell adhesion/traf-
ficking/motility-related “seed proteins” (red triangles), and the
relevant protein-protein interactions thereof;[15, 17, 18, 20, 21, 70, 75, 90–95]

as well as the post-translational modifications and associated
conformational changes,[28, 39, 40, 65, 70, 96–103] which have been
imaged in cancer cells and tissues.

4.2. Construction of Functional Modules within Protein
Interaction Networks

Each protein in the network is annotated as a node and its in-
teractions with other proteins as either binary or weighted un-
directed edges. Once the relevant subnetworks are created
and the confidence of the reported interactions has been rein-
spected, the question remains on how to extract the most rele-
vant interactions and proteins in the specific subnetwork. This
problem is normally referred to as node or interaction prioriti-
zation since it requires the identification of a set of rules or
properties in order to recognize the most influential nodes or
interactions. A series of methods have emerged to take ad-
vantage of classical topological properties of networks such as
the degree distribution, clustering coefficient, vertex between-
ness and shortest path measures in order to identify key
nodes. Typically these methods rank nodes according to a spe-
cific topological property. Highly ranked nodes are assumed to
represent proteins that are responsible for the dissemination
of signals and information flow across the networks. Lee
et al.[104] developed a subnetwork specificity score, which ranks
the specificity of each node to its subnetwork. They proposed

that the higher the rank, the more relevant the protein is to its
subnetwork. In some circumstances it is not only important to
identify the most significant nodes or interactions in a subnet-
work but also all the relevant units that might constitute a
“functional module”. Functional modules might in some cases
be represented by a series of proteins and interactions that
constitute a pathway or a single molecular complex with a pre-
defined function. Many functional modules tend to have a
high density of connections between its members when com-
pared with connections to proteins outside the module. This
property is termed “community structure” and it has been ex-
tensively used along with other network properties to detect
functional modules.[105–107] Another approach to prioritize
nodes or interactions is to develop a more ad-hoc solution
that can integrate aspects specific to the system under investi-
gation. For example, this can consist of selecting only those
proteins that are composed of a particular domain of interest
or any other suitable characteristics. For high-content screens,
rather than targeting the entire genome by using RNA interfer-
ence (RNAi) or by blocking protein activity/function with spe-
cific inhibitors, specific perturbations can be applied to gene
components of these modules, which represent smaller and
accurately selected subnetworks for systems perturbation.[12]

4.3. Generation of a Weighted Protein Interaction Network

The conformation/activity of the nodes (seed proteins) and
thereby their ability to form the associated edges can be quan-
tified by the FRET efficiency (Eff) values obtained in cells ex-
pressing various fluorescent sensors (refs. [9, 16, 39–43] and
Figure 3). The effects of individual RNAis against different
gene/protein components, on these chosen nodes and edges,
can then be weighted using the Eff values obtained. The rela-
tionship between the concentrations of both free and com-
plexed forms of the seed proteins that are monitored and the
Eff values obtained from such experiments is described in our
recently published example.[40]

From these high-content imaging screens one can calculate
system response profiles (SRPs) of the cells, which represent
probabilistic estimates of the changes in the conformation/ac-
tivity of each of, for instance, 21 monitored protein molecules
(seed proteins in Figure 4 B) within the network/module/sub-
network, following each of the 550 expression perturbations.
These data, in the form of a table of 21 � 550 = 11 550 histo-
grams can be used in two ways. First, they can be used to
measure retrospectively (and improve) to what extent the
chosen subnetwork captures the dominant pathways in which
the seed protein participates. For instance, comparing the ob-
served number of functional interactions in the SRP (responses
with a statistically significant deviation from zero) to what
would have been predicted for random samples of 550 pro-
teins from the human proteome tells us to what extent the
subnetwork can be regarded as a distinct module. Second, the
columns in the final SRP table (representing the response char-
acteristics for each expression perturbation) can be used as
550 input vectors (each of dimension 21) to a self-organising
map (SOM).[108] A SOM is an artificial neural network, trained
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using unsupervised learning, to produce a two dimensional
representation of high-dimensional data. This network, in this
biological context, can be employed to detect and represent
the mutual relations between the various subnetwork regula-
tors. SOMs have been previously employed to present tempo-
ral changes in the normalised expression pattern of constituent
genes within a small number of gene subnetworks/clusters
during for example, cell cycle progression.[109] Here, upon appli-
cation to the SRP columns and upon colour-coding the 550 rel-
evant genes according to their column norms (giving the over-
all impact of their perturbation) one obtains a clear and practi-
cal two-dimensional representation of the key regulators of
the subnetwork, which reports their overall relevance and their
mutual relations. We are now in the position to execute the
above protocol for integrating objectively our biological, bioin-
formatical, and experimental evidence, in order to identify the
key players in the human protein subnetwork that are respon-
sible for controlling cancer cell adhesion/motility/invasion.

5. FRET Imaging in Preclinical Tumour Models

Once individual genes and small molecules are identified
through high content/throughput imaging, they can be vali-
dated in preclinical in vivo models using the same fluorescent
sensors and probes. There are many aspects of the tumour
micro-environment which cannot be adequately modelled in
vitro. These include the presence of a wide range of normal
cells which can influence the motility of tumour cells, the
effect of blood flow and low levels of oxygen often found in
regions of tumours some distance away form functional ves-
sels. To discover the effect of these variables on the movement
of tumour cells, in vivo models are required. There are several
important objectives of preclinical imaging related to cancer
research; 1) longitudinal tracking of the response of both pri-
mary tumours and secondary metastases during potential
therapies including the assessment of potential tumour recur-
rence upon discontinuation of treatment; 2) monitoring the ef-
fects of drugs on complex biological processes such as
changes in the vascular volume fraction in tumours, vascular
leakiness, etc in response to treatments like the blocking of
pro-angiogenic signals; 3) analysis of the pharmacokinetics and
pharmacodynamics of potential drugs including dose optimiza-
tion; 4) determination of the efficacy of a drug against the ac-
tivity of its intended target. With the increasing importance of
new biological entities targeting plasma membrane receptors
that upon stimulation propagate signals intracellularly, the last
of the objectives listed is a rather challenging one. FRET imag-
ing of suitable biosensor molecules or specific protein–protein
interactions is a very promising technology for dealing with
this challenge. Importantly, existing FRET imaging techniques
need to be adapted to enable intravital imaging of protein–
protein interactions.

One way of preclinical intravital imaging of small laboratory
animals is afforded be the means of whole-body imaging tech-
niques. Using a well-designed apparatus, the spatial resolution
can be comparable to low-power microscopic techniques on
the surface of the tissue, but degrades considerably with

depth. Below subdermal regions and towards the mid-body of
for example, a mouse, the spatial resolution will be as poor as
a few millimeters. Fluorescence lifetime measurements in such
whole-body imaging devices have been reported.[110–112] Alter-
natively, trans-illumination can be used to counteract this phe-
nomenon. The latter is the case in fluorescence lifetime tomo-
graphic techniques. The combination of FLIM with optical pro-
jection tomography (OPT[113]), so-called FLIM-OPT,[114] can im-
prove the resolution of this technique from the mm-range to
about 100 mm, but at the expense of imaging depth and imag-
ing time. Recently, measurements using FRET-based probes
were reported.[115] An alternative way of improving spatial reso-
lution is accepting only early arriving photons and rejecting
late-arriving highly scattered photons (early photon tomogra-
phy[116]). Inevitably this increases the image collection time sig-
nificantly.

It would be desirable to assess the efficacy of a drug on its
intended target while monitoring a downstream signalling
pathway, because for the latter the discrimination of crude cel-
lular structures such as plasma membrane, cytosol and/or the
nucleus will be required. Therefore, intravital imaging tech-
niques offering microscopic resolution are desirable. Intensity-
based intravital imaging techniques (including the use of
window chamber adaptations), that involve cell tracking and
determination of the subcellular localisation of proteins, has
provided important cell biological information in the areas of
morphogenesis, regeneration, and cancer.[117–124] For the relia-
ble detection of protein-protein interactions in live animals, we
have recently developed the use of deep-tissue fluorescence
lifetime imaging (DT-FLIM). It requires multiphoton excitation
to enable deeper penetration of the tissue[125] combined with
laser scanning and offers z-sectioning capability. Recently, we
have successfully adapted a bespoke two-photon system for
DT-FLIM measurements, and we could show for the first time
the reliable and repeatable determination of fluorescence life-
times in a live mouse.[91] Figure 5 A shows an example of imag-
ing data obtained in a live mouse carrying a xenografted
tumour established from adenocarcinoma cells expressing a G
protein-coupled receptor fused to mGFP. DT-FLIM measure-
ments can be obtained from considerably deeper within the
tissue than conventional microscopy would allow. In the exam-
ple in Figure 5 A we also show that the measured fluorescence
lifetimes barely change with increasing imaging depth, which
currently allows their reliable determination in depth of up to
150 mm within the tumour. With increasing imaging depth
there are also issues associated due to specimen-induced aber-
rations. This results in deterioration in both the image quality
and resolution and is therefore restricting the depth at which
one can image.[126] Adaptive optics, a technique originally de-
veloped for use in astronomy,[127] has been shown to be suc-
cessful in overcoming problems associated with imaging in
depth in confocal, multiphoton, CARS, and microscopy tech-
niques using second and third harmonic generation.[128–132] The
principle relies on altering the wavefront of the excitation
beam with a wavefront modulator to compensate for the dis-
tortions introduced by the biological tissue sample. The suc-
cess of such a technique relies on being able to correctly de-
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termine the wavefront correction required. In microscopy, the
wavefront is normally determined indirectly.

As optical imaging by microscopy is restricted to a penetra-
tion depth of less than one millimeter,[125] deeper tumours and
distant metastasis, for example, in lymph nodes or the lung

are generally not easily accessible for imaging. To circumvent
this limitation, we have developed a fibre bundle-based fluo-
rescence lifetime endoscope (FLE).[90] This new FLE technology
permits studying tumours deeper than at the surface while still
offering an optical resolution (~5 mm) sufficient to resolve indi-
vidual cells (~15 mm for cancer cells in a 3D environment).
Until now this technology has been used for measurement of
FRET in cancer cells embedded in tumour-derived matrix gels
as a phantom (Figure 5 B). The measured FRET efficiencies in
this model system have been in very good agreement with
values obtained from cells in 2D culture grown on cover
glass.[90] We expect this new technology soon to be used for
intravital imaging applications in small laboratory animals.

While a compromise between optical resolution, imaging
depth, field of view and imaging speed will always have to be
reached, both concepts will prove useful complementary tools
for preclinical imaging of protein-protein interactions in vivo.
In the future the application of intravital FRET imaging will
contribute significantly to the understanding of protein func-
tion as well as to the discovery and validation of drugs in pre-
clinical models of cancer. In this respect FRET determinations
by FLIM will generally have the advantage in being able to
reject kinetic contributions from unwanted fluorophores. Nev-
ertheless, long imaging times will be necessary in such cases
and the use of NIR probes should always be seen as advanta-
geous, provided their quantum efficiency is not restricting.

6. Outlook: Towards Systems Pathology[173]

The challenge of post-genomic medicine is to derive biomark-
ers that can predict clinical outcome to molecule-targeted
therapies,[42] by unravelling the complex molecular networks
within the proteome that drive biological function. In this con-
text, the predictive performance of prognostic gene expression

Figure 5. DT-FLIM and FLE allow for the reliable determination of fluores-
cence lifetimes on a microscopic scale in vivo. A) DT-FLIM was used to ac-
quire two-channel multiphoton fluorescence intensity images in a vertical
stack beginning at the outer boundary of a xenoraft breast cancer tumour
in a living mouse. Left : The fluorescence images of the two channels were
pseudo-coloured; red: collagen fibres detected due to their second harmon-
ic signal, green: GFP fluorescence of adenocarcinoma cells expressing a G
protein-coupled receptor fused to GFP in their plasma membranes. Both
channels were merged and aligned to the optical axis with numbers indicat-
ing the relative depth of the image plane as the distance from the outer
tumour boundary. Right: Three planes of z-stack were selected as examples
of the vertical stack and fluorescence lifetime maps were calculated from
the time-resolved multiphoton GFP images. The fluorescence lifetimes in the
images show similar distributions irrespective of the depth they were taken
at, underlining that DT-FLIM is a robust technique, which gives reliable fluo-
rescence lifetimes. The individual size of each image is 313 � 313 mm. B) Fluo-
rescence lifetime endoscopy (FLE) of live cells embedded in a 3D matrix (Ma-
trigel). Top: Time-resolved fluorescence images (scale bars 10 mm) were
taken down a 2 m long fibre bundle with its end inserted in the 3D matrix.
Cancer cells expressing the chemokine receptor CXCR4 fused to GFP or
CXCR4 fused to GFP and mRFP1, respectively, were discriminated based on
the differences of their fluorescence lifetimes. Bottom: Cumulated histo-
grams of at least 6 different cells show a consistent difference in their fluo-
rescence lifetimes. The calculated FRET efficiency was 10.4 % and corre-
sponds very well to the value obtained via conventional FLIM for cells in a
2D environment (10.9 %, data not shown).
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signatures has been found to be improved by incorporating
protein interaction data.[174] Advances in imaging techniques
have enabled tissue sample-specific detection of protein inter-
actions and the post-translational modifications[70] that are nec-
essary for these interactions to occur. Observing these interac-
tions in patient-derived tissue samples could lead to significant
refinement of prognostic models and better predictions of re-
sponses to anti-cancer drugs.

In order to understand how specific alterations in the pro-
tein interaction network relate to drug resistance or prognosis,
it is first necessary to design a panel of protein interactions to
be monitored in patient-derived tissue samples. System re-
sponse profiles (SRPs, described in Section 4) derived from
RNAi screens will inform on robustness and potential chemore-
sistance in the cancer proteome.[1] Network sensitivity analysis
of SRPs can be used to detect fragile nodes within the cancer
proteome and will identify candidate protein-protein interac-
tions to be monitored in patient-derived tissue samples.

Given a panel of high-content imaging screens measuring
protein interactions in patient-derived pathological tissue, the
aim is to use this protein-level dataset to improve existing
prognostic and treatment-response models. Discovery of clini-
cally relevant image parameters of patient-derived tissue sam-
ples can be performed, for instance by clustering methods,
using unsupervised multivariate analysis techniques including
self-organising maps (SOM) and latent variable models.[175] An
example was described above using a SOM for the analysis of
multidimensional datasets acquired from cultured cells (Sec-
tion 4.3). Predictive models of clinical outcome and response
to drug treatment can be built using similar multivariate super-
vised techniques, whereby individual cancer tissue samples
from presenting patients may be classified according to pre-
dicted outcome or treatment response.

Functional imaging of metastasis-associated protein interac-
tions, such as the one depicted in Figure 2 E, within cancer tis-
sues will in the future offer clinically relevant information on
patient-specific alterations in the cancer protein network. The
monitoring of protein–protein interactions and prerequisite
post-translational modifications will lead to an additional level
of understanding of the differences between patient-derived
cancer tissue samples and the relationship to clinical outcome
and drug treatment response. High-content imaging applied
to these patient samples can be used in combination with es-
tablished clinically relevant assays that measure gene expres-
sion, single-nucleotide polymorphisms and DNA amplification
and deletion events; as well as clinical and histopathological
parameters. The addition of protein-level information is likely
to improve predictive models of response to drug therapy for
the individual patient, with an eventual aim of a personalised
prediction of treatment outcome.
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