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Background: Semiquantitative evaluation and manual
cell counting are the commonly used procedures to assess
positive staining of molecular markers in tissue sections.
Manual counting is also a laborious task in which consis-
tent objectivity is difficult to achieve. Recently, image
analysis has been explored, but the studies reported were
limited to histological images acquired at high magnifica-
tion and containing uniformly stained cells.

Methods: The analyzed material consisted of histological
sections from different squamous cell cancers that had
stained for proliferation using Ki-67 and cyclin A detec-
tion. The first step of the method was based on detecting
the overall number of cells irrespective to their stain,
using second-order edge detection methodology. Then
proliferating cells were located using principal compo-
nent analysis (PCA) of the color image, combined with
histogram thresholding.

Results: The algorithms’ performances were validated on
tissue section images encountered in routine clinical prac-

tice by comparison with objective measures of perfor-
mance and manual cell identification. The algorithms cor-
related closely with manual counting of all cells (* =
0.96-0.97) and stained cells (4-7% cell count error).
Conclusions: Cell counting in complex large-scale histo-
logical images could be applied in routine practice using
edge and color information. The proposed technique pro-
vides several benefits, such as speed of analysis, consis-
tency, and automation. Moreover, it is faster than human
observation and could replace the laborious task of man-
ual cell counting. Cytometry Part A 55A:30-42, 2003.
© 2003 Wiley-Liss, Inc.
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Cancer prognosis and cancer cell detection are critical
issues for clinicians. Since the early 1970s computer-as-
sisted image analysis started to contribute significantly
toward the solution of these problems, particularly in the
field of cytology automation. Considerable effort was de-
voted to the analysis of images of blood cells (1), and
cervical smears (2), as well as to the development of
expert systems for automated cytodiagnosis (3). The over-
all effort and the degree of success were restricted
though, in a large part due to the simplicity of the images
themselves, usually containing a few isolated cells against
a plain background.

The research in automating the analysis of cytological
specimens was the main drive for exploring similar, but
rather more challenging, areas such as histology. The
detection of cellular structures or cell counting is a very
common task, which in histological preparations contain-
ing histological noise, such as debris and synthetic mate-
rials, is arduous to automate using standard image analysis
tools. In addition, manual cell counting is a laborious task

suffering from subjectivity and an inability to derive more
complex information (e.g., stain distributions, geometric
relationships to other important structures such as vascu-
lar networks).

The interest in measurements in tissue sections has
been boosted by the increase in computational power of
modern computer systems, allowing automated perfor-
mance of tasks that were otherwise executed manually.
Several investigators have applied thresholding in order to
implement cell counting in tissue section images. These
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methods can help to reduce manual data recording and
user error. Semiautomated systems have been developed
to count pixels in spatial regions specified by the user (4),
or within thresholds set interactively (5), while other
investigators have experimented in the color domain (6).
More sophisticated approaches have used multistage seg-
mentation based on statistical models, and exhibited their
potential to overcome many of the limitations of previ-
ously existing methods, but these were demonstrated in
small-scale images containing fairly circular and uniformly
stained nuclei (7). More recently, artificial neural network
(ANN) methods have also made some contribution, al-
though reporting a limited degree of accuracy and high
computational overhead (8). Yet, most of the published
studies lack the implementation of formal validation ex-
periments and/or comparison with expert-generated re-
sults.

Although a variety of segmentation algorithms have
been developed over the past several years, the problem
of cell nuclei segmentation is still central, and thus an
important subject in the study of automated histology.
The primary aim of this research study was to develop a
fast, and easily applicable in routine practice by histolo-
gists, method for detecting several hundreds of cell nuclei
in large-scale histological images. This would also
strengthen the currently employed semiquantitative and
tedious examination, by visual inspection, of the histolog-
ical material. Specifically, we have used a multistage algo-
rithm that focuses on the detection, firstly of the overall
number of cells irrespective to their stain, using edge
detection, and secondly of the number of proliferating
cells, using principal component analysis (PCA). Then the
histogram of the output image is processed for producing
a binary image. Following extraction of the required fea-
tures, standard morphological operations are utilized to
define the regions of interest, whereas recognition of
touching or overlapping cells is performed using a dis-
tance map transformation.

MATERIALS AND METHODS
Immunohistochemical Staining of Sections

The material studied consisted of histological sections
from different squamous cell carcinomas of the head and
neck region. The tumors originated from a variety of sites
within the head and neck and displayed variation in their
differentiation status. The tumor material had been pro-
cessed through standard procedures, embedded in paraf-
fin blocks, and 4-pm sections cut for immunohistochem-
istry. The material was stained using standard procedures,
described elsewhere (9), for Ki-67 or cyclin A proliferation
markers. Mayer’s hematoxylin was used for counterstain-
ing cell nuclei in blue, while the antigens were visualized
by brown staining with diaminobenzidine.

Image Analysis Hardware and Software

The tissue section images were captured using a Zeiss
Axioscop transillumination microscope, coupled to a JVC

KY55F 1/3-inch (6.4 X 4.8 mm) 3-CCD color camera. The
image acquisition software was an in-house-developed
module added to Visilog version 5.02 (Noesis S.A., Les Ulis
Cedex, France). The resolution of the images captured
was 768 X 576 pixels, and they were saved in a TIF
(tagged image file) format. The captured images were
digitized using a Matrox Meteor™ frame grabber, installed
in a PCI bus 600-MHz Pentium™ PC. A X40 objective
(NA,p; = 0.75, NA gngenser = 0.5, resolving power (Rey-
leigh) d = 0.49 pm at N = 500 nm) was used during
acquisition, providing a compromise between adequate
resolution and maximum field of view of the regions of
interest, depending on the particular task under investiga-
tion. The pixel size, at the object plane (230 X 173 pm?)
was 0.3 X 0.3 pum. Prior to processing, all images were
examined for shade correction. The entire image process-
ing algorithms and software reported here were devel-
oped in the C programming language, using the LabWin-
dows®/CVI™ 55 (National Instruments Corporation,
Austin, Texas) libraries.

Cell Counting Using Second-Order Edge Detection

Many algorithms have been developed to segment im-
ages using edge detection (10). One of the approaches
presented in this paper utilizes second-derivative edge
detection based on identifying the generated zero cross-
ings. This approach was investigated because of the re-
quirement for an automated method readily applicable in
a series of images from a whole tissue section, with min-
imum interaction from the histologists and a great degree
of accuracy. The Laplacian of Gaussian (LoG) edge de-
tector (11) has the advantage of smoothing prior to edge
detection (crucial in noisy histological material), and its
zero-crossing response when an edge is encountered en-
hances its effectiveness.

The concept behind LoG is based on convolving an
image with the Laplacian of a 2D Gaussian (G) function,
that is, a rotationally symmetric convolution filter:

XA L
LoG(x,y) = V'G(x,p) = A{2 — — 3 |72 (D)

where A is simply a constant used to regulate the magni-
tude of the Gaussian, o is the standard deviation determin-
ing its spatial scale, and x, y are the 2D spatial coordinates
of the image.

Although the LoG filter provides a promising tool, like
all second-order edge detectors it should be followed by a
zero-crossings procedure that detects local edgels (.e.,
edge elements), which are generally unconnected. As will
be shown in the experimental section, due to the large
number of cells and histological noise present in the
images, LoG was found to produce excessive edge re-
sponses that were impossible to link and thus form mean-
ingful objects.

The previous observations led to the idea of modifying
the LoG in order to tackle the problem of nuclear edgel
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linking. The first attempt was based on applying a negative
threshold, instead of a zero-crossing routine, following a E
edge detection. The intention was to detect all negative
second-order variations that are caused whenever an edge
is present (due to the transition of gray-level intensity from
the histological background to nuclear boundaries), en-
abling localization of thick internal boundaries around the L
cells.

However, since the LoG is mainly designed to generate I
a zero crossing and not a negative value where an edgel is
present, it was observed to produce some false responses
that corresponded to negative variations other than those
generated from the edges of the cell nuclei (mainly due to
histological noise). Thus, the entire LoG filter was shifted g
downward in such a way that its shape was retained
intact, generating a zero response when assimilated with
a field of constant gray levels. The new modified version
of LoG was named OLGA, which is an acronym for Opti-
mum Laplacian of Gaussian Assimilator (12):

OLGA = LoG — A'e [(¥+y)207]

x2 + 2

where K = 2 - A’/A is a factor used to shift downward the
entire LoG. This procedure achieved the condition:
37, < 0, where the Z, values are now the coefficients of
OLGA, which is configured as a 2D kernel operator. How-
ever, the new central pixel value of OLGA is now given by
Zo pew = Zy +|22Z)], where Z, = A - K, so that 37, .,
= 0, and thus the filter’s response is zero whenever
convolved with a constant gray-level neighborhood. A 1D
profile of the OLGA obtained from a LoG with ¢ = 4 and
using K = 0.7, A = 1, is shown in Figure la. A 2D
configuration of this kernel (i.e., square matrix of size
8.50, as suggested in Huertas and Medioni (13)), was used
for the cell nuclei detection, providing a reasonable com-
promise between more cellular edge features and fewer
nonmeaningful details. OLGA may be considered a com-
bination of a Laplacian filter (i.e., large positive central
pixel value with most outer coefficients negative) and a
LoG that provides greater smoothing due to the Gaussian
tail. This combination helped to enhance the nuclear
boundaries, but at the same time, using the features of
LoG, to suppress the unwanted effect of responding to
image discontinuities that corresponded to noise, rather
than real edges (see also Fig. 1b and c, discussed in the
Results section).

Fig. 1. a: A 1D profile of OLGA (o = 4, size = 33 X 33). A 2D
configuration of this operator was used for detecting the overall number
of cells, irrespective to their stain, in the histological images tested. b: A
sample image of two cell nuclei. c: The pattern of thick cell nuclei borders
detected after applying a negative threshold on the OLGA output image.
Note that OLGA essentially transforms the gray values of the pixels
located in the cell border to negative, so that they can be detected readily
with thresholding.
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Morphology and Distance Mapping

After edge detection the boundaries of the cell nuclei
are defined in the binary image, but some noncellular
particles are also present. The binary image is thus further
processed to remove objects that do not correspond to
nuclei by successively applying the following morpholog-
ical operations: region filling for achieving solid particles,
low-pass filter for removing small artifacts, and opening
for smoothing cell boundaries.

In the final binary image some cell nuclei formed clus-
ters of overlapping or touching cells. A further procedure
was thus applied before counting. An implementation of
Euclidian distance mapping (14) was tried, followed by
identification, using nonmaxima suppression, of the indi-
vidual centers. Nonmaxima suppression serves the pur-
pose of retaining only maxima in the distance map of the
image, while no local maxima are removed. However,
while this approach is preferred for objects of a regular
shape, in the present application a simpler method was
found to be more effective (15,16). By successively erod-
ing the binary image, A (using a standard 3 X 3 kernel
operator), a new distance map image, DM, was derived
by encoding the pixel value of each particle as a function
of the pixel’s distance to the object’s border according to
the formula

i=1
DM, = (A — i X Erode (A)) — > DM, (3)

i=1

where DM; = (A - Erode(A)), DV, is the distance map
zone at the 7th step, and i = 2, ..., N. N is the maximum
number of erosions until DM, # <.

DM; is given essentially an increasing integer value,
which is successively assigned to the pixels eroded at
each iterative step. For example, DM, is assigned the
initial value of 1 and corresponds to a one-pixel width
zone, surrounded by the detected object’s external bor-
der. Thus, these distance map zones represent an attached
group of pixels having a different distance from the cell
border, depending on the erosion step each time the
binary image was eroded. The pixels having the maximum
distance to the nucleus border can then be detected using
nonmaxima suppression.

Segmentation of Labeled Cell Nuclei

The second phase of this multistage algorithm was to
segment those cells having stained for a proliferation
marker. An automated algorithm based on PCA of color
images was implemented in conjunction with several
widely used threshold selection techniques applied for
comparison.

The PCA Algorithm

When applied to color images, PCA generates weighted
linear combinations that may adapt to the spectral
changes of the cells being imaged. In a few studies

(17,18), this adjustment was done manually, which is a
time-consuming proposition, involving manual and usu-
ally inaccurate modification of the weights from one im-
age to another. PCA has also been applied successfully for
the enhancement of images of stained cervical smears
(19). However, that approach was implemented semiau-
tomatically and applied in relatively simple images at high
magnification showing fairly uniform-stained structures.
The main objective here was to apply a similar technique
but automatically, in more complex and larger-scale im-
ages, while processing further the resulting image to ex-
tract the nuclei of interest. In principle, PCA identifies a
linear transformation of the original color coordinate sys-
tem such that the three axes of the new coordinate system
coincide with the directions of the largest spreads of the
point distribution (20):

I(x,y) = wR(x,y) + w,G(x,y) + wiB(x,y)
€]

where the w, values are the computed weights during
PCA, I is the output image, and R, G, and B denote the
images in the red, green, and blue spectral bands, respec-
tively. As will be presented in the Results section, images
generated by the first principal component (1st PC)
present the best contrast showing the stained cells greatly
enhanced over all other structures.

Histogram Processing

In the few occasions where standard thresholding
methods failed (21-24) (see also “Evaluation of PCA” in
the Results section), the histogram of the 1st PC was
further processed in order to set an appropriate threshold
for detecting the proliferation-labeled cell nuclei using a
different criterion. This was essentially based on the prior
knowledge that proliferating cells appear with light gray
values in the 1st PC, and thus pixels having gray values
close to 255 are most likely to belong to these cells.
Hence, in this case the histogram was searched back-
wards, starting from 255, for thresholding the image, until
a termination criterion was fulfilled. The termination cri-
terion was that the percentage difference between the
numbers of pixels with gray-level equal to i and i - 1
should not exceed a predetermined fraction (usually set to
0.1) of the difference between maximum and minimum
gray levels in the entire image, as a measure of contrast.
This is basically an analytical rule that provides a fixed
maximum value for the rate of increase in number of
pixels as the major peak of the histogram, which repre-
sents structures not of interest, is approached.

RESULTS
Evaluation of Edge Detection Methodology

This section provides the results obtained after applying
LoG and OLGA to a series of tissue section images with
variable staining quality. For comparison, two more algo-
rithms were implemented: Laplacian and the Canny edge
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detector, as both have been employed in the past for
similar segmentation problems (25-27). The first is essen-
tially equivalent to applying directly a second-order deriv-
ative operator without any preprocessing (20) (as op-
posed to LoG), whereas the second is a very common
edge detection filter, used widely in the machine vision
domain for segmentation purposes (see Canny (28)).

Figure 2a shows a small portion of a tissue section
image containing cell nuclei of various shapes due to
different cutting angles of the section, many of which are
clustered, making their identification a nontrivial task. The
brown cells were stained using a proliferation marker.
However, at this stage the main interest was to detect all
cellular structures present in the image, irrespective to the
stain used to mark them. For the sake of clarity, only the
first quarter of the original image is shown here. Figure
2b-d illustrate the output images using the Laplacian,
LoG, and Canny edge detectors, respectively. For this
implementation the color component exhibiting the best
contrast between nuclei and background was chosen as
the input to each edge finder (usually the red compo-
nent). It is clear that after searching for zero crossings in
the filtered image, all algorithms generated a fuzzy set of
edgels, which were extremely difficult to connect, result-
ing in incorrect segmentation. The Laplacian operator had
the worst performance, generating numerous false edgels,
something that was expected due to its unacceptable
sensitivity to noise. LoG produced superior results, but
some edges were also significantly deformed and very
difficult to link. The Canny edge detector provided the
least number of false responses, but on the other hand, it
failed to mark all real edges. Figure 2e provides the output
of the modified LoG filter (referred to here as OLGA),
which seems to combine both greater noise suppression
and lower edge deformation. Figure 2f is essentially equiv-
alent to Figure 2e superimposed on the original image
Figure 2a.

To obtain a better understanding on how OLGA works,
by generating a pattern of thick edgels around each nu-
cleus, Figure 1b shows a sample image containing only
two cell nuclei where the hematoxylin stain has been
absorbed more intensively by their border. This image was
also enhanced further for better visualization purposes. To
segment the nuclei by detecting their border, it is vital to
apply an edge detection technique capable of tracking
those low-intensity (i.e., black) pixels located in the cel-
lular border. Figure 1c shows the output after applying
OLGA with ¢ = 4, and then using a negative threshold in
order to detect a pattern of thick boundaries. The borders
detected through this procedure have a width of several
pixels, and thus they could easily constitute the actual
cellular objects of interest using some binary image pro-
cessing, and without any need to perform edgel linking, as
opposed to LoG.

Figure 3a-d illustrates some examples of automated
counting performed on large-scale histological images
from different tumors and with different stains (brown
cells were stained with either of the proliferation mark-

ers Ki-67 or cyclin A, whereas blue cells were stained
with hematoxylin). The borders of the cells detected by
OLGA are marked with red, whereas the centers of
clustered nuclei found by the process of repeated ero-
sions are shown in yellow. Staining quality is variable,
resulting in some cell nuclei being stained weakly, mak-
ing the detection of their border a challenging task.
Note also that the sizes and shapes of the cellular
objects are also variable and irregular, due to different
cutting angles of the tissue. All images studied con-
tained a very large number of cells, usually greater than
300. At this point it should be mentioned that before
counting, an idea similar to a size filter was invoked
(pixel distance, =4 erosions) for ignoring any small
objects that are unlikely to be cell nuclei.

From the output images, it is clear that cell nuclei are
detected robustly, including those that touch or overlap
one another. A more quantitative evaluation is presented
in the next two sections, which contain two different sets
of rather formal validation experiments.

Quantitative Evaluation of
Cell Nuclei Edge Detection

In many, if not most, applications in which edge detec-
tion is performed in order to outline objects in a real
scene, the only performance measure of ultimate impor-
tance is how well edge detector markings match the visual
perception of object boundaries. Thus, an attempt was
made to compare more quantitatively the algorithms stud-
ied. A very common approach employed in this situation
is based on the figure of merit (FOM) (29). Several other
researchers have employed this method over the years,
and for various applications (30,31). Basically, the FOM
for edge detection is defined as

B 1‘2v 1
romM = ~ 1+ ad’(i) ®

i

where N = max{I}, I,}, I, is the number of edge pixels
found by the edge detector (actual edges), I; is the ideal
number of edge pixels in the test image, and the function
d( is the nearest distance between the ideal /th edgel and
the one found by the edge detector. The parameter o is a
scaling constant and should be set constant (~0.8) for any
set of trials.

This metric is essentially a function of the distance
between correct and measured edge positions. To calcu-
late such a measure, the positions of the true edge pixels
need to be known. As a reasonable approximation, the
cell edges outlined by an independent observer were used
as the gold standard. Furthermore, to simulate conditions
of low, medium, and high noise, FOM was measured after
independent Gaussian noise of three different standard
deviations: o, = 3, 0, = 6, and 0, = 9 were added to the
original gray-level images.
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Fic. 3. Four typical examples of large-scale histological images of squamous cell carcinoma of the oral cavity, containing 328 (a), 274 (b), 322 (c), and
761 (d) cells, respectively. OLGA was applied with ¢ = 4. Cell nuclei borders are marked with red, whereas their centers are shown in yellow, denoting
the presence of clustered/overlapping nuclei when a red border encloses more than one yellow spot. Bar = approximately 30 pm.

Figure 4 shows plots of the FOM (average values over
20 test images) as a function of noise level for LoG,
Canny, and OLGA. The Laplacian filter was excluded
from this experiment because it resulted in an ex-

BOLGA

[F: 1] OLaG

Nose free Low Naolse Bde dfum Malse High Nalse

Fig. 4. Comparison results of three different edge detection algorithms
(LoG, Canny, and OLGA) at presence of noise of various levels (i.e., 0 =
0,0 = 3,0 = 6,and o = 9). Vertical axis corresponds to an average value
of the FOM over 20 test images.

tremely fuzzy pattern of edgels for all test images stud-
ied. From the graph plotted it can be seen that predict-
ably the performance of all methods deteriorates as the
signal-to-noise ratio (SNR) decreases. OLGA had the
best performance by far, whereas its FOM is almost
constant, indicating a high degree of stability and tol-
erance in the presence of noise.

Comparison of OLGA with Manual Counting
of Cell Nuclei

A more direct evaluation of OLGA involved comparison
between image analysis and human observer cell count-
ing. Specifically, a test set of 15 full-scale histological
images with variable staining quality was selected. Each of
the histological images was counted using OLGA in the
outset, followed by the appropriate morphological oper-
ations described previously for detecting clustered cells.

Figure 5 shows the scatter plots containing the blinded
counts between the two different observers and those
generated by image analysis. For comparison, the counts
produced by the two experts are also plotted in the same
figure. The lines in the graphs represent linear regression
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curves, whereas the correlation data obtained from the
analysis are shown in Table 1. From Table 1 it can be seen
that correlation coefficients, relating the computer-gener-
ated and manual cell counts, are highly significant and
comparable to that found between the two observers. The
coefficients of the linear regression curves show that
OLGA tends to overestimate the number of cells, in rela-
tion to the counts found by either of the two observers, by
20-30 counts per image. However, this has little affect on
the final outcome, if one considers that the average num-
ber of cells per image was 400; i.e., this represents an
error of about 5-8%, which is slightly higher than the
error rate associated with interobserver variability (ap-
proximately 5%).

Evaluation of PCA

Figure 6a shows a typical large-scale histological im-
age containing proliferating cells stained differently
than the others. This may be considered as an example
of a tissue image with average staining quality, contain-
ing background noise in the form of cellular debris,
histological variations, and many heterogeneously
stained cell nuclei. The histograms of its three color
bands are shown in Figure 6b, where it can be con-
cluded that all of them are characterized by a prominent
broad peak close to the right side (i.e., 255), corre-
sponding essentially to the histological background and
hematoxylin-labeled nuclei.

Among the three new images generated by PCA, the 1st
PC (Fig. 6¢) presents the best contrast, showing the pro-
liferating cells greatly enhanced over all other structures.
This is also clear from its histogram (Fig. 6d), which
exhibits a bimodal shape, having two peaks. The right
peak, corresponding in reality to the proliferating nuclei,
is very well separated, and thus a threshold value may be
readily applied using standard threshold selection algo-

LinRegr (s A vs Obs B)
- - =~ LirRegr (Oks.Bvs OLGA) LA

 LinRegr (Cs A vs OLGA) g

]

201

Cell Muelei Counts

00

o 300 &00 200 1200
Cell Fucled Counts

Fic. 5. Scatter plots between the cell counts found by two different
observers and the OLGA-based algorithm, in 15 histological images. The
linear regression data of the plotted lines are shown in Table 1. Note that
a vertical offset of +200 and -200 nuclei were used for Lin.Regr. (Obs.A
versus OLGA) and Lin.Regr. (Obs.B versus OLGA), respectively, without
which both lines would almost coincide with the middle Lin.Regr. (Obs.A
versus Obs.B).

Table 1
Linear Regression Resulis Obtained From Validation Studies
on 15 Large-Scale Histologcal Images Containing a Range of
129 to 844 Cell Nuclei

Observer/OLGA Correlation index (r*) Linear regression
OLGA versus Obs. A 0.97 0.99 X +20
OLGA versus Obs. B 0.96 1.02 X +32
Obs. B versus Obs. A 0.99 0.97 X =7

rithms (e.g., 23), or even manually at any point within the
wide valley separating the two clusters.

Another example of applying PCA may be seen in Fig-
ure 6e, which illustrates a tissue section image containing
a fewer number of cells and its corresponding 1st PC with
the proliferating cells enhanced (Fig. 6f). After PCA, the
image contrast is greatly improved, as pixel data are pro-
jected along a line in which the values of the pixels are
most spread.

However, in cases where the histogram of the 1st PC
did not have a clear bimodal histogram, the approach
described in the “Histogram Processing” section was
applied for selecting an appropriate threshold value. An
example is given in Figure 7b, illustrating the 1st PC of
the histological image shown in Figure 7a, which ex-
hibits a low staining quality due to the uneven expres-
sion and staining of the proliferation marker by many
cells across the tumor section. The generated image
enhances the objects of interest to some extent, but
clearly not as much as in the images of Figure 6. This
may also be seen from the image histogram in Figure 7c,
which presents a rather unimodal shape, denoting that
proliferating cells are enhanced, but not as much as to
form a second distinct peak that would make them
more easily detectable. After applying the aforemen-
tioned empirical rule, an appropriate threshold is se-
lected, as indicated by the arrow, separating effectively
the proliferating cells (see also Fig. 8b).

Comparison of the PCA-Based Method with Other
Thresholding Techniques and Manual Counting

The proposed PCA-based algorithm was compared
with five common threshold selection techniques that
have been used widely by many researchers for similar
cell segmentation purposes (5,32,33), since they hold
the advantage of being fast and simple to implement, as
discussed by others (6). These thresholding techniques
were: method A, iterative selection (24); method B,
entropic thresholding (22); method C, Otsu’s method
(23); and method D, fuzzy sets (21). All of these meth-
ods are based on different clustering criteria for apply-
ing a threshold, which in this study’s application would
discriminate the two classes corresponding to prolifer-
ating cell nuclei and hematoxylin-labeled cells together
with tissue background.

To evaluate the outcome of the different algorithms
studied, the figure of certainty (FOC) measure was used as
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Fic. 6. a and b: A typical large-scale tissue section image and the histograms of its R, G, and B bands, all of which exhibit a rather unimodal shape. ¢
and d: The 1st PC (after performing PCA) of the original color image shown in (a) and its gray-level histogram with a clear valley in between the two major
pixel populations. e and f: Another histological image with its corresponding 1st PC, where positively stained cells are also greatly enhanced. Bar =
approximately 30 pwm.

described in Strasters and Gerbrands (34). FOC is given
essentially by the same equation as FOM (Eq. 5), but now
N is the number of objects detected in the image by a
particular method, and d, is replaced by the normalized
color error e, associated with each cellular object 7 found where e;, ez, ej; are the squared errors at each color band
by the algorithm R, G, and B, respectively; g is the gray value of the kth
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Fig. 7. Typical example of a histological image with low quality of
staining (@), its 1st PC (b), and its histogram (c). The elevation on the right
of the histogram corresponds essentially to the originally proliferation-
stained cells (shown as light gray in b). The gray arrow on the histogram
indicates the desirable cutoff gray-level value, which was detected using
the threshold selection method described in the “Histogram Processing”
section. Bar = approximately 30 pm.

pixel at the jth band; and g; is the mean value
at band j of a sample containing various proliferating cells
extracted from each image being evaluated. Note also that
the overall error value is divided by f, which is a scaling
factor used to normalize ¢ in the range [0, 1].

FOC indicates a measure of fit of the color properties
of the objects extracted, using a sample of proliferating
cell nuclei, with their member image elements. How-
ever, there is a possibility that an algorithm may exclu-
sively find some but not all the stained cell nuclei in an
image. This would result in a high FOC, but would
inevitably lead to a false negative error. To take this
type of error into account, a different set of experi-
ments was also conducted, involving manual counting.
Specifically, two different observers marked the prolif-
erating cells in 10 full-scale test images, containing
40-500 (average 150) stained nuclei, and the individual
counts were used as the gold standard. Each of the
thresholding algorithms, along with the PCA-based
method, was then applied separately, in order to detect
the proliferating nuclei, followed by some standard
morphological procedures to obtain solid objects and
reject small-size particles.

Table 2 summarizes the threshold values generated after
applying each of the four thresholding algorithms in the test
images studied. The blue component from each original
color image was chosen in that case, since it was found to
present the best contrast between stained nuclei and histo-
logical background. For comparison, the FOC mean values
are also shown for each method, including PCA. From this
table it can be seen that the first three algorithms generate
similar threshold values, leading also to similar FOC values.
Method D appears to find a rather low threshold value,
leading consequently to a higher FOC, although the differ-
ence does not seem to be significant, mainly due to the
limited dynamic range of FOC measures for assessing the
best and worst performances. However, it was observed that
all the objects detected by this method corresponded to
proliferating cells, but at the same time, the algorithm failed
to detect many other positive cells, leading to a large false
negative error. Finally, the FOC for the PCA-based method is
very close to those of methods A, B, and C. The threshold
values applied in the 1st PC of the color image are not shown
since the latter was different than the blue component used
as input to the other algorithms.

In the second set of experiments, cell counts gener-
ated by each method were compared to the manual
counts of two different observers, using the same 10
test images as before. To substantiate these results, the
average percentage error between the manual counts of
each observer and each of the five methods tested was
calculated. Table 3 shows these percentage cell count
errors and also the average error between the two
different observers (interobserver error). Clearly, PCA
combined with histogram processing shows the best perfor-
mance with error rates (4-7%), comparable to the person-to-
person comparison (4-5%). All other methods perform less
well, with the worst being method D, although its FOC was the
highest, suggesting an underestimation of the actual number of
cell nuclei. As noted earlier, this algorithm tended to find a
rather low threshold, resulting in a large fraction of positive cells
incorrectly identified as negative.

Finally, Figure 8 illustrates the result of proliferating cell
nuclei detection on four large-scale histological images
with variable degrees of staining, using the PCA-based
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Fic. 8. Segmentation results on four histological images using the PCA algorithm, combined with histogram processing of the generated 1st PC. Again,
cell nuclei borders are marked with red, whereas their centers are shown in yellow. a and b: Essentially those images shown in Figures 6e and 7a,
respectively. Bar = approximately 30 pwm.

segmentation algorithm. Again, cell borders are marked image shown in Figure 7a, whereas Figure 8c and d show
with red, whereas individual nuclei within clusters are two more output images containing a larger number of
marked with yellow, which are essentially the identified nuclei. The image in Figure 8d was derived from a mouse
maxima after distance mapping. Figure 8b illustrates the adenocarcinoma and was used as an example of different
outcome of proliferating cell detection on the original tumor morphology. It can be seen that in all images the
Table 2
Threshold Values and Average FOC Measures Over 10 Large-Scale Histological Images for the Five Different Methods

(GY) ® ((9) @ ®
Images Iterative Selection Entropic Thresholding Otsu’s Method Fuzzy sets PCA with histogram

1 154 145 156 121 NA

2 183 176 184 119 NA

3 149 134 151 131 NA

4 160 163 163 129 NA

5 148 166 149 134 NA

6 149 140 151 129 NA

7 155 146 156 129 NA

8 141 135 140 109 NA

9 179 184 188 139 NA

10 136 128 133 110 NA

FOC 0.6235 0.6274 0.6249 0.6440 0.6263

NA, not applicable.
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Table 3
Validation Studies on Proliferating Cell Counting*

Observer A Observer B

(A) Iterative selection 9.5 15.8
(B) Entropic thresholding 20.7 20.0
(C) Otsu’s method 18.5 25.4
(D) Fuzzy sets 36.7 29.2
(E) PCA with histogram processing 7.3 4.4
Observer A 3.7
Observer B 5.0

*The numbers represent percentage cell count errors (aver-
ages over 10 test images), between the manual counts of each
observer and each of the five methods tested. For comparison the
inter-observer errors are also shown. The cell counts of each
observer was taken separately as the ‘gold standard’ for normal-
izing the percentage errors shown in the rows of each of the two
columns.

proliferating cells are identified successfully, with the frac-
tion of objects detected incorrectly as positively stained
nuclei being low.

DISCUSSION

In this study the problem of computer-based detection
and segmentation of cell nuclei in large-scale histological
images was investigated. The main drive of the presented
research work emanated from the requirement of a robust
and automated method for assessing the proliferating ac-
tivity of tumors in order to be able to assess changes after
radiotherapy, or chemotherapy, and in general to derive
quantitative information regarding the tumor morphol-
ogy.

In the field of histology the simplest way to obtain
proliferation information is to stain tumor sections with
proliferation-dependent antibodies, such as the Ki-67 and
cyclin A employed in this study. The fractions of stained
cells are related to different aspects of the proliferative
fraction and are useful to rank tumors such that patients
could be selected for an appropriate treatment schedule.
However, the procedures currently in clinic employ man-
ual cell counting or semiquantitative assessment, both of
which are tedious, laborious, and subjective.

To obtain knowledge of cellular populations and archi-
tecture in a tumor region a technique has to be developed
that is able to discriminate the proliferation-labeled cell
nuclei from others, and then measure their fraction, or
find spatial relations with other biological structures (see
Loukas (12)). For the purposes of this research study, such
algorithms had to be suitable for tissue sections stained
both with hematoxylin and with proliferation markers.
There is currently no commonly acceptable method for
this task, especially for large-scale images with complex
appearance containing several hundred cells. The method
proposed was based on detecting the overall number of
cells irrespective to their stain, using edge detection, and
then the number of proliferating cells using a PCA-based
method with histogram analysis. This is a new approach to
this problem, as most of the algorithmic approaches re-
ported in the literature focus on gray-level thresholding

either made interactively or based on empirical selection
criteria.

Since the borders of the cells are the only prominent
features for discriminating cellular structures regardless of
their biological marker, the methodology of edge detec-
tion was employed. Edge detection provides significant
merits such as low computational cost, something essen-
tial when one deals with large-scale images, and minimum
user interaction. It does not also assume that the gray
intensities of the cells have a specific form, which is
usually a prerequisite for other algorithms employing his-
togram thresholding. LoG was modified leading to OLGA,
as the former was found to generate a fuzzy set of edgels,
which were extremely difficult to connect, resulting in
erroneous segmentation. The adequacy of the latter for
the problem of cell nuclei detection was demonstrated
with various validation experiments, including compari-
son with manual counting.

The next goal was to assess tissue areas of high growth
activity by detecting those cells stained with a prolifera-
tive marker. This would allow the extraction of important
clinical parameters that can be correlated with tumor
progression and treatment outcome. A multistage algo-
rithm is proposed that is almost parameter-free and uses
PCA at its outset in order to generate weighted linear
combinations of RGB, with large discriminative power.
This has the advantage of producing an image where the
cells of interest are greatly enhanced over all other struc-
tures and their segmentation becomes easier. Unlike most
studies found in the literature, which are limited to quan-
tification of staining by empirically selected color trans-
formations and thresholds, the proposed method does not
assume that the spectral characteristics of the image ac-
quisition system are matched with the absorption spectra
of the stains. Alternatively, it identifies a linear transfor-
mation of the original RGB color space, such that the
three axes of the new coordinate system coincide with
the directions of the three largest spreads of the point
distribution. The 1st PC has the greatest contrast and
contains the maximum possible information conveyed by
a single band of the color image. Furthermore, the gener-
ated linear combination could remain the same for all
images originating from the same slide, provided the spec-
tral characteristics of the stain do not vary significantly
from image to image, something that reduces remarkably
the overall computational cost. Various experiments on
stained cell counting showed that the cell count error
approached the person-to-person variability, while com-
parison with several gray-level thresholding methods re-
vealed the advantage of combining color information
prior to histogram analysis.

In conclusion, automated cell counting in complex
large-scale histological images could be applied in routine
practice using algorithms based on second-order edge
detection and PCA with thresholding. With the noisy
histological data encountered in clinical practice, it seems
unlikely that fast and automated cell detection can be
achieved using a priori information regarding the geomet-
rical characteristics, or gray-level properties of the cell
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nuclei. However, the proposed algorithms provide several
benefits, such as speed of analysis (~6 s on a modern
computer for the combination OLGA-PCA), consistency,
and automation, and they are considerably faster than
human observation (approximately 30 times faster). The
automated counter is also consistent, as it produces the
same counts for a given digitized microscopy field, some-
thing that is not true for its human counterpart. The
aforementioned algorithms have also been integrated into
a specific problem-designed image analysis software (Cell-
ID, see Loukas (12)) for enhancing the quantitative anal-
ysis of histological sections, especially in cases of dual-
stained tumor tissue.
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