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Abstract

Several procedures to forecast daily risk measures in cryptocurrency markets have been recently implemented in the literature. Among them, long-memory processes, procedures taking into account the presence of extreme observations, procedures that include more than a single regime, as well as quantile regression-based models have performed substantially better than standard methods in terms of forecasting risk measures. Those procedures are revisited in this paper, and their Value-at-Risk and Expected Shortfall forecasting performance are evaluated using recent Bitcoin and Ethereum data that includes periods of turbulence due to the COVID-19 pandemic, the third halving of Bitcoin and the Lexia class action. Additionally, in order to mitigate the influence of model misspecification and enhance the forecasting performance obtained by individual models, we evaluate the use of several forecast combining strategies. Our results, based on a comprehensive backtesting exercise, reveal that, for Bitcoin, there is no single procedure outperforming all other models, but for Ethereum, there is evidence showing that the GAS model is a suitable alternative for forecasting both risk measures. We found that the combining methods were not able to outperform the better of the individual models.
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1 Introduction

Bitcoin, the first and major cryptocurrency, was introduced in 2008 by Nakamoto (2008) as a way to facilitate electronic payments between individuals without going through a third party. Since its inception, the cryptocurrency market has increased considerably and up to now, there are more than 21,000 cryptocurrencies, summing up to a total market capitalisation of more than nine hundred billion dollars.\(^1\)

The development and expansion of digital currencies around the world are attributed, among other reasons, to their decentralised nature, their low transaction cost and the loss of trust by individuals in the monetary system. See; for instance Dyhrberg (2016), Bouri et al. (2017) and Luther and Salter (2017) for detailed discussions.

The impressive growth in cryptocurrency markets in recent years has attracted the attention of investors, financial regulators, policy-makers, companies, central banks and country governments. For instance; a number of markets, including the Chicago Mercantile Exchange, NASDAQ and the Tokyo Financial Exchange started to trade cryptocurrencies some months ago; the number of crypto-exchanges (platforms where cryptocurrencies are traded) is rising worldwide; El Salvador adopted Bitcoin as a legal tender and the crypto ATMs industry is expanding worldwide.\(^2\) These pieces of evidence reflect the increasing interest in cryptocurrency markets as well as the important role they are playing nowadays.

Whilst traditional markets are regulated and risk measures are widely used in financial institutions and also required by the Basel II and Basel III accords, cryptocurrency markets are not regulated yet and the formal use of risk measures is not required. However, the study of risk measures in cryptocurrency markets is important from the point of view of investors, hedge funds, market makers, and traders, since they are useful for placing better order limits, devising option pricing strategies, and developing trading systems. Furthermore, consideration of risk measurement for cryptocurrencies is crucial for defining future regulatory policies.

Unlike traditional markets where several procedures to estimate risk measures have been successfully applied, only a few procedures have been shown to be useful in cryptocurrency markets. The lack of fit obtained by several volatility models is attributed

\(^1\)Source: coinmarketcap.com, 20 September 2022.
\(^2\)According to coinatmradar.com, on September 20 of 2022, there are more than 38500 crypto ATMs spread over 78 countries.
to the presence of extreme observations and regime changes in the volatility dynamics, two characteristics observed in the cryptocurrency data. See; for instance, Troster et al. (2019), Ardia et al. (2019b), Alexander and Dakos (2020), Trucios (2019), Caporale and Zekokh (2019), Liu et al. (2020) and Maciel (2020).

The fact that extreme observations and structural breaks can badly affect volatility model forecasting performance is discussed, in a broader context, by Hillebrand (2005), Bauwens et al. (2010), Carnero et al. (2012), Boudt et al. (2013), Trucios and Hotta (2016), Ardia et al. (2018), Hotta and Trucios (2018) among others. This poor performance is explained by the fact that after crisis periods or large shocks (where outliers and/or structural breaks arise) risk tends to be overestimated, because the influence of those observations remains in the estimation period for a long time, affecting drastically the volatility estimation and consequently the risk forecasts. See; Danielsson (2011) and Harvey (2013) for interesting related discussions.

As mentioned previously, several procedures to forecast risk measures in cryptocurrency data have been implemented in recent years, but only a few have been shown to be useful. For instance, in a Bitcoin volatility context, Troster et al. (2019) and Trucios (2019) make a comprehensive comparison of several volatility models and conclude that robust-to-outliers procedures outperform non-robust ones. Both provide evidence in favour of generalised autoregressive score (GAS) models (Harvey, 2013; Creal et al., 2013) while Trucios (2019) also provides evidence supporting the use of a robust bootstrap GARCH-based model. On the other hand, Ardia et al. (2019b) compares regime-switching models against single-regime ones and concludes that the former outperform the latter. The findings of Ardia et al. (2019b) are also supported by Alexander and Dakos (2020) who reach the same conclusion considering prices of Bitcoin and Ethereum in several crypto-exchanges such as, Bitfinex, Coinbase, Gemini, Kraken and Poloniex.

In terms of Value-at-Risk (VaR) forecasting accuracy for cryptocurrency data, Ardia et al. (2019b), Caporale and Zekokh (2019) and Maciel (2020) conclude that multiple-regime models are better than single-regime for cryptocurrency data. Troster et al. (2019) reports evidence in favour of GAS against GARCH-type models when forecasting the VaR of Bitcoin. Trucios (2019) shows that the robust bootstrap procedure of Trucios et al. (2017) forecasts the VaR of Bitcoin more accurately than GAS and GARCH-type models. Liu et al. (2020) concludes that IGAS models (a GAS analogue of IGARCH models) are
good alternatives to predict the VaR of Bitcoin, Ethereum and Litecoin. Soylu et al. (2020) finds evidence favourable to long-memory volatility processes over short-memory ones. Additionally, Li et al. (2021) find benefit in forecasting the VaR of Bitcoin using quantile regression-based models, namely the conditional autoregressive value at risk (CAViaR) models of Engle and Manganelli (2004).

In an Expected Shortfall (ES) context, the cryptocurrency literature is even more scarce, with only a small number of studies having been performed. Acereda et al. (2020) uses GARCH-type models under different innovation distributions and concludes that NAGARCH and CGARCH models with heavy tailed distribution are good alternatives to forecast the ES. Soylu et al. (2020) finds evidence favourable to long-memory volatility processes, and Caporale and Zekokh (2019) and Maciel (2020) conclude that multiple-regime models outperform single-regime ones for cryptocurrency data.

Although the literature provides some evidence in support of certain individual models for forecasting risk measures for cryptocurrency data, there is no clear consensus about which model is best. In terms of building a better model based on the more successful individual models, it is not obvious how to proceed. In light of the good results obtained in several fields when applying forecast combination strategies (for example, see Atiya, 2020; Thomson et al., 2019) and due to its ability to reduce the misspecification influence of individual models as well as synthesise the diverse sources of information (Timmermann, 2006), we evaluate the use of forecast combining to improve the VaR and ES forecasting performance obtained by individual models. In our cryptocurrency case, where it is not clear which of a diverse set of models is best for forecasting risk measures for daily data, forecast combination is an interesting approach to deal with model uncertainty and exploit the information provided by each individual model.

The contribution of this paper is threefold. First, in the context of ES forecasting, we evaluate the accuracy of GAS, CAViaR and robust bootstrap GARCH-based models, which have been found useful for forecasting the VaR. Second, we revisit some methods advocated for forecasting risk measures for cryptocurrency data, and compare their VaR and ES forecasting performance under periods of turbulence that include the COVID-19 period, the third halving of Bitcoin\(^3\) and the Lexia class action\(^4\). Third, we evaluate

---

\(^3\)The halving of Bitcoin is an event where the reward given to Bitcoin miners for processing transactions is halved. The third halving occurred on May 11, 2020

\(^4\)On May 19, 2021, the law firm Lexia in collaboration with the Swiss Blockchain Consortium, filed a class action against Binance.
the use of forecast combining as a way to deal with model misspecification and improve forecast accuracy.

The rest of the paper is organised as follows. In Section 2 we introduce the concepts of VaR and ES, and describe the individual forecasting methods that we apply to our cryptocurrency data. Section 3 describes the benefits of forecast combination as well as forecast combining strategies that we use. In Section 4 the data description and results are reported. Finally, Section 5 concludes.

2 VaR and ES forecasting

For a given cryptocurrency, let \( P_t \) be the daily closing price at time \( t \) and let \( r_t = 100 \times \log(P_t/P_{t-1}) \) be its corresponding percentage log-return (hereafter called the return). Assuming that returns follow a continuous distribution, the one-step-ahead VaR and ES for a given risk level \( \alpha \) are defined as:

\[
\text{VaR}^\alpha_{T+1} := \text{Sup} \{ x \in \mathbb{R} : F(x|F_T) \leq \alpha \}
\]

\[
\text{ES}^\alpha_{T+1} := E[r_{T+1}|r_{T+1} \leq \text{VaR}^\alpha_{T+1}, F_T]
\]

where \( F \) is the conditional returns distribution and \( F_T \) stands for the information available up to time \( T \). For a chosen horizon, which in our case is a day-ahead, the probability of observing a return less than or equal to the VaR is \( \alpha \), while the ES is the expected value of exceedances beyond the VaR.

Although there are several methods to forecast the VaR and ES in the literature (see, Romilly and Ceretta, 2015; Nieto and Ruiz, 2016; Bayer and Dimitriadis, 2020; Calmon et al., 2020 for interesting reviews), only a few procedures have shown good performance in cryptocurrency markets. Those procedures are briefly described next.

Without loss of generality, we assume zero-mean and serially uncorrelated returns,

\[
r_t = \sigma_t \epsilon_t,
\]

where \( \{ \epsilon_t \}_{t \in \mathbb{Z}} \) is a zero-mean unit-variance iid random variable (hereafter called the innovations) and \( \sigma_t \) stands for volatility. In cases where the returns are not zero-mean, returns are first centred or an ARMA\((p,q)\) filter is previously fitted on the returns de-
pending whether the mean is constant over time or not.

2.1 NAGARCH model

Acereda et al. (2020) use the nonlinear asymmetric GARCH (NAGARCH) model of Engle and Ng (1993) to forecast the ES for Bitcoin and three other cryptocurrencies. The NAGARCH(1,1) volatility equation is given by

\[
\sigma_{t+1}^2 = \omega + \delta (r_t - c\sigma_t)^2 + \beta \sigma_t^2
\]  

(1)

with parameters \(\omega, \delta, \beta, c\) satisfying stationarity conditions and where the parameter \(c\) accounts for the leverage effect.

We estimate the parameters by maximum likelihood under the assumption that the innovations \((\epsilon_t)\) follow a skew-t distribution. The NAGARCH model with the same distributional assumption was previously used by Acereda et al. (2020) to forecast the ES of Bitcoin and other cryptocurrencies and the results were encouraging.

We use this model to forecast not only the ES as in Acereda et al. (2020) but also to forecast the VaR. The day-ahead VaR and ES forecasts are given by

\[
\hat{\text{VaR}}_{T+1}^\alpha = \hat{F}_{T+1}^{-1}(\alpha)
\]

\[
\hat{\text{ES}}_{T+1}^\alpha = \frac{1}{\alpha} \int_{-\infty}^{\hat{\text{VaR}}_{T+1}^\alpha} x f_{T+1}(x) dx,
\]

(2)

where \(\hat{F}_{T+1}^{-1}(\alpha)\) is the \(\alpha\)-quantile of the estimated conditional return distribution and \(f_{T+1}\) is the conditional return density function. Expression (2) holds regardless of the continuous innovation distribution used. For our skew-t distribution case, those values are obtained by numerical approximation and adaptive quadrature numerical integration using the algorithms of Hill (1970) and Piessens et al. (2012), respectively.

2.2 FIGARCH model

The fractionally integrated GARCH (FIGARCH) model with heavy tailed innovation distribution was previously used by Soylu et al. (2020) to forecast the VaR and ES of Bitcoin, Ethereum and Ripple and the results suggest that this model is useful to forecast both risk measures. The FIGARCH model (Baillie et al., 1996) is a long memory volatility
model, which means that volatility exhibits long-range dependence, a feature not captured by classical GARCH models. The FIGARCH(1,d,1) volatility equation is given by

\[ \sigma_t^2 = \omega + \beta \sigma_{t-1}^2 + [1 - \beta L - \delta L(1 - L)^d]r_t^2, \]

where \( L \) is the lag operator and the parameters \( \omega, \beta \) and \( \delta \) satisfy stationarity conditions. We estimate the parameters by maximum likelihood assuming a skew-t innovation distribution as in Soylu et al. (2020) and the one-step-ahead VaR and ES forecasts are obtained as in (2).

2.3 Robust bootstrap GARCH-based model

A robust bootstrap GARCH-based model has been proposed by Trucós et al. (2017) and used to forecast the VaR of Bitcoin by Trucós (2019). The promising results obtained motivate us in this paper to extend it to the ES context. The procedure mitigates the effects of additive outliers in the estimation of volatilities and densities of returns. A key aspect of the approach relies on the following volatility equation of Boudt et al. (2013)

\[ \sigma_t^2 = \omega + \delta \gamma_c r_c \left( \frac{r_{t-1}^2}{\sigma_{t-1}^2} \right) \sigma_{t-1}^2 + \beta \sigma_{t-1}^2, \]  

(3)

where \( \omega, \delta \) and \( \beta \) are parameters satisfying stationarity conditions, \( \gamma_c \) is a constant to guarantee Fisher consistency and \( r_c(\cdot) \) is a robust filter (with a tuning parameter \( c \) ) given by

\[ r_c(x) = \begin{cases} 1 & \text{if } x > c, \\ x & \text{if } x \leq c. \end{cases} \]

The robust bootstrap procedure can be summarised in the following four steps:

- **Step 1**: Estimate the GARCH model in a robust way using Equation (3) and the M-estimator of Boudt et al. (2013). Then, obtain the standardised residuals \( \hat{\epsilon}_t = r_t / \hat{\sigma}_t \) and denote by \( \hat{F}_t \) their empirical distribution.

\footnote{The robust filter used by Boudt et al. (2013) is slightly different, but results in Trucós et al. (2015, 2017) reveal that better forecasting performance is achieved using the filter defined here. As in Trucós et al. (2017) and Trucós (2019), we use \( c = 9 \).}
• **Step 2**: Generate bootstrap series through the following recursion:

\[ r_t^* = \sigma_t^* c_t^* \quad \text{and} \quad \sigma_{t+1}^* = \hat{\omega} + \hat{\delta} \gamma c r_t \left( \frac{\sigma_t^*}{\sigma_{t-1}^*} \right) \sigma_{t-1}^* + \hat{\beta} \sigma_{t-1}^*, \]

where \( \sigma_{1-1}^* = \hat{\sigma}_1^2 \), \( r_c(\cdot) \) is a filter similar to the one used in Equation (3) but replacing large values by new squared bootstrap extractions from \( \hat{F}_t \) and the estimated parameters \((\hat{\omega}, \hat{\delta}, \hat{\beta})\) are those obtained in Step 1.

• **Step 3**: Obtain one-step-ahead forecasts as

\[ \hat{r}_{T+1}^* = \hat{\sigma}_{T+1}^* \epsilon_{T+1} \quad \text{and} \quad \hat{\sigma}_{T+1}^* = \hat{\omega}^* + \hat{\delta}^* \gamma c r_c \left( \frac{\hat{\sigma}_{T}^*}{\hat{\sigma}_{T-1}^*} \right) \hat{\sigma}_{T-1}^* + \hat{\beta}^* \hat{\sigma}_{T-1}^*, \]

where \( \hat{r}_T^* = r_T \), \( \epsilon_{T+1}^* \) are bootstrap extractions from \( \hat{F}_t \) and for \( t = 2, \ldots, T \)

\[ \hat{\sigma}_{t+1}^* = \hat{\omega}^* + \hat{\delta}^* \gamma c r_c \left( \frac{\hat{\sigma}_{t-1}^*}{\hat{\sigma}_{t-1}^*} \right) \hat{\sigma}_{t-1}^* + \hat{\beta}^* \hat{\sigma}_{t-1}^*, \]

with \( \hat{\sigma}_t^* = \hat{\sigma}_1^2 \) and \((\hat{\omega}^*, \hat{\delta}^*, \hat{\beta}^*)\) being the estimates obtained from the bootstrap series using the same estimation procedure in Step 1.

• **Step 4**: Repeat steps 2 and 3 \( B \) times to obtain \( B \) bootstrap replicates, then estimate the \( \text{VaR}^\alpha_{T+1} \) and \( \text{ES}^\alpha_{T+1} \) as the \( \alpha \)-quantile of the bootstrap replicates and the average returns smaller than \( \text{VaR}^\alpha_{T+1} \), respectively.

### 2.4 GAS models

Generalised autoregressive score (GAS) models have previously been used to forecast the VaR in cryptocurrency data by Troster et al. (2019), and Liu et al. (2020), among others with interesting and promising results. In this paper, we extend their use to ES forecasting. GAS models (Harvey 2013; Creal et al. 2013) use the score of the conditional distribution instead of the squared returns in the volatility equation (as commonly used in GARCH-type models). Its volatility equation is given by

\[ \sigma_{t+1}^2 = \omega + \beta \sigma_t^2 + \delta_s t \left[ \frac{\partial \log f (r_t | \sigma_t^2)}{\partial \sigma_t^2} \right], \]

where \( s_t \) is a scaling function for the score and \( f(\cdot) \) is the density function of the assumed distribution. Typically, \( s_t = I_t^{-1} \), with \( I_t \) being the Fisher information. This choice is
very natural in a volatility modelling context and encompasses, for instance, the popular GARCH model. The GAS structure allows information in the whole distribution to be taken into account, rather than only the second-order moments.

The parameters are estimated by maximum likelihood assuming a skew-t innovation distribution. This choice is particularly useful since it provides robustness against extreme observations. The one-step-ahead VaR and ES forecasts are obtained as in (2).

2.5 MSGARCH

The Markov-Switching GARCH models (MSGARCH) of Haas et al. (2004) have previously been used to forecast risk measures in cryptocurrency data by Ardia et al. (2019b), Caporale and Zekokh (2019), Alexander and Dakos (2020) and Maciel (2020). They deal with structural breaks in the volatility process, which cause quick changes in the volatility. Such breaks can lead to high persistence in volatility observed empirically with single-regime models.

The procedure proposed by Haas et al. (2004) allows the volatility equation in each regime to evolve independently. Assuming that all regimes follow a GARCH(1,1) process, the variance equation on regime \( \pi_t = k \) is given by

\[
\sigma_{k,t}^2 = \omega_k + \delta_k r_{t-1}^2 + \beta_k \sigma_{k,t-1}^2,
\]

with parameters \( \omega_k, \delta_k, \beta_k \) satisfying stationarity conditions. The hidden sequence \( \pi_t = 1, \ldots, k \) evolves according to a first-order ergodic homogeneous Markov chain with transition probability matrix \( P = \{p_{ij}\}_{k=1}^k \), with elements \( p_{ij} = P(\pi_t = j | \pi_{t-1} = i) \).

As in Ardia et al. (2019b), Caporale and Zekokh (2019) and Maciel (2020), the estimation is made in a Bayesian framework via MCMC using the adaptive procedure of Hoogerheide and van Dijk (2010). The MSGARCH model, under different GARCH-type specifications, has previously been used to forecast the VaR and/or ES in cryptocurrency data by Ardia et al. (2019b) and Caporale and Zekokh (2019), Alexander and Dakos (2020) and Maciel (2020). Here, we follow Alexander and Dakos (2020) and consider two regimes with each one following a GARCH(1,1) process under a skew-t innovation distribution.
2.6 CAViaR-RegressionForES

The conditional autoregressive VaR model (CAViaR) proposed by [Engle and Manganelli (2004)] have recently been used to forecast the VaR of Bitcoin by Li et al. (2021). The promising results obtained motivate us to use this methodology not only to forecast the VaR but also the ES. CAViaR models use a quantile regression framework to forecast the VaR with no need to estimate volatility as in Sections 2.1 - 2.5. Using the so-called symmetric absolute value CAViaR specification\(^6\), the VaR for a given risk level \(\alpha\) is modelled by

\[
\text{VaR}^\alpha_t = \beta_0 + \beta_1 |r_{t-1}| + \beta_2 \text{VaR}^\alpha_{t-1},
\]

where the parameters \(\beta_0, \beta_1\) and \(\beta_2\) are estimated by minimising

\[
\frac{1}{T} \sum_{t=1}^{T} \left[ \alpha - I(r_t \leq \text{VaR}_t^\alpha) \right] [r_t - \text{VaR}_t^\alpha].
\]

CAViaR has only previously been used to forecast the VaR of Bitcoin, and not other cryptocurrencies, and it has not been used as the basis for predicting the ES of any cryptocurrencies. Therefore, we extend the study of Li et al. (2021) and forecast both VaR and ES of Bitcoin and Ethereum. Notwithstanding CAViaR does not provide a direct way to estimate the ES, we follow Manganelli and Engle (2004) and estimate the ES through

\[
\hat{E}S^\alpha_t = \hat{\phi} \text{VaR}^\alpha_t, \quad \text{for } t = 1, \ldots, T + 1,
\]

where \(\hat{\phi}\) is the estimated parameter obtained by regressing the returns exceedance beyond the estimated VaR against its corresponding estimated VaR. For simplicity, this method is referred as CAViaR in the empirical application.

2.7 CAViaR-EVT

Extending the results in Li et al. (2021), we evaluate whether incorporating extreme value theory (EVT) into the CAViaR framework, as proposed by Manganelli and Engle (2004), is useful for forecasting the VaR and ES for Bitcoin and Ethereum.

\(^6\)There are other specifications that could be used in a CAViaR context, but we prefer to use the simplest one since Li et al. (2021) does not report evidence that complex specifications outperform the simplest one for the Bitcoin case.
The procedure proposed by Manganelli and Engle (2004) is based on the EVT method of McNeil and Frey (2000) and can be summarised in the following three steps:

- **Step 1:** Use the CAViaR model to estimate the VaR for a risk level \( \theta \) not as extreme as the desired risk level \( \alpha \). Then, calculate the standardised quantile residuals through \( r_t / \widehat{VaR}_\theta t - 1 \).

- **Step 2:** Fit the generalised Pareto distribution to the positive standardised quantile residuals and obtain \( \hat{\vartheta} \) and \( \hat{\varepsilon} \), the respective estimated scale and shape parameters.

- **Step 3:** For a given risk level \( \alpha \) and for \( t = 1, \ldots, T + 1 \), obtain the VaR and ES estimates by
  \[
  \widehat{VaR}_\alpha t = \widehat{VaR}_\theta t \left(1 + \frac{\hat{\vartheta}}{\hat{\varepsilon}} \left[ \left( \frac{\theta}{\alpha} \right)^{\hat{\varepsilon}} - 1 \right] \right)
  \]
  and
  \[
  \widehat{ES}_\alpha t = \widehat{VaR}_\theta t \left(1 + \frac{\hat{\vartheta}}{\hat{\varepsilon}} \left[ \left( \frac{\theta}{\alpha} \right)^{\hat{\varepsilon}} - 1 \right] + \hat{\vartheta} \right).
  \]

Following Manganelli and Engle (2004) and Taylor (2019), we use \( \theta \) equal to 7.5%.

### 2.8 CAViaR-ALD

Extending the study of Li et al. (2021) and motivated by the recently proposed quantile regression approach of Taylor (2019) that estimate both VaR and ES jointly, we evaluate whether this method is useful to forecast both risk measures for Bitcoin and Ethereum.

Based on the results of Koenker and Machado (1999) and using the fact that the asymmetric Laplace density (ALD) can be written as

\[
f(r_t) = \frac{\alpha - 1}{\text{ES}_t^\alpha} \exp \left( \frac{(r_t - \text{VaR}_t^\alpha)(\alpha - I(r_t \leq \text{VaR}_t^\alpha))}{\alpha \text{ES}_t^\alpha} \right), \tag{6}
\]

Taylor (2019) proposes to maximise the likelihood of the aforementioned distribution considering that the VaR component follows a CAViaR model (hence the name CAViaR-ALD) and the ES, in its simplest form, is given by

\[
\text{ES}_t^\alpha = (1 + \exp(\gamma_0))\text{VaR}_t^\alpha. \tag{7}
\]

The parametrisation used in the density function (6) as well as the relationship between
ES and VaR given in Equation (7) allow us to estimate the VaR and ES jointly avoiding the ES crossing the VaR. Additionally, it is worth mentioning that this method does not assume that returns follow an asymmetric Laplace distribution, since \( \alpha \) is not estimated but a chosen fixed value equal to the risk level desired.

3 Forecast Combinations

Forecast combining provides a pragmatic way to deal with model misspecification and to synthesise the information extracted from the data by individual models. Its use in a risk measurement context has been less exploited than in other fields, but there are several studies providing empirical evidence in support of combining. See; for instance, Giacomini and Komunjer (2005), Halbleib and Pohlmeier (2012), Bayer (2018), Taylor (2020) and Happersberger et al. (2020). Those approaches can be divided into basic and scoring function minimisation strategies, which are briefly described next.

3.1 Basic combining strategies

The first group consists of basic strategies, which are fast and easy to implement. They rely on the computation of the average, median, maximum and minimum values. The average and median are standard approaches in the forecast combining literature, while the maximum and minimum are potentially of interest in the risk context, as they provide more and less conservative choices from a set of forecasts.

Let \( M \) be the number of individual forecasting methods and let \( \hat{\text{VaR}}_{i,T+1} \) and \( \hat{\text{ES}}_{i,T+1} \) \((i = 1, ..., M)\) be the corresponding day-ahead VaR and ES forecasts obtained by the i-th method. The basic combining strategies are defined as follows

(i) Simple average (AVG)

\[
\hat{\text{VaR}}_{c,T+1} = \frac{1}{M} \sum_{i=1}^{M} \hat{\text{VaR}}_{i,T+1} \quad \text{and} \quad \hat{\text{ES}}_{c,T+1} = \frac{1}{M} \sum_{i=1}^{M} \hat{\text{ES}}_{i,T+1}.
\]
(ii) Median value (MED)

\[ \hat{\text{VaR}}^c_{T+1} = \text{Med}\{\hat{\text{VaR}}^1_{T+1}, \ldots, \hat{\text{VaR}}^M_{T+1}\} \text{ and } \hat{\text{ES}}^c_{T+1} = \text{Med}\{\hat{\text{ES}}^1_{T+1}, \ldots, \hat{\text{ES}}^M_{T+1}\}. \]

(iii) Maximum value (MAX)

\[ \hat{\text{VaR}}^c_{T+1} = \text{Max}\{\hat{\text{VaR}}^1_{T+1}, \ldots, \hat{\text{VaR}}^M_{T+1}\} \text{ and } \hat{\text{ES}}^c_{T+1} = \text{Max}\{\hat{\text{ES}}^1_{T+1}, \ldots, \hat{\text{ES}}^M_{T+1}\}. \]

(iv) Minimum value (MIN)

\[ \hat{\text{VaR}}^c_{T+1} = \text{Min}\{\hat{\text{VaR}}^1_{T+1}, \ldots, \hat{\text{VaR}}^M_{T+1}\} \text{ and } \hat{\text{ES}}^c_{T+1} = \text{Min}\{\hat{\text{ES}}^1_{T+1}, \ldots, \hat{\text{ES}}^M_{T+1}\}. \]

While the AVG strategy has been used by [Taylor (2020)] for both VaR and ES forecasting, the other three strategies have been used only for VaR forecasting ([McAleer et al., 2013a,b], Bayer, 2018, Buczyński and Chlebus, 2019). Their applicability for ES forecast combining is assessed here.

### 3.2 Combining strategies based on scoring function minimisation

Based on the results of [Fissler and Ziegel (2016), Taylor (2020)] proposes two forecast combination strategies to deal with VaR and ES, namely, minimum score combining (MSC) and relative score combining (RSC). Those strategies rely on the combining weights being estimated by the minimisation of a scoring function of the form

\[
S(\text{VaR}_t, \text{ES}_t, r_t) = (I(r_t \leq \text{VaR}_t) - \alpha)G_1(\text{VaR}_t) - I(r_t \leq \text{VaR}_t)G_1(r_t) + G_2(\text{ES}_t)(\text{ES}_t - \text{VaR}_t) + I(r_t \leq \text{VaR}_t)(\text{VaR}_t - r_t)/\alpha + \zeta_2(\text{ES}_t) + a(r_t),
\]

where \(\alpha\) is the risk level; and the functions \(G_1\), \(G_2\), \(\zeta_2\) and \(a\) satisfy certain conditions such as \(G_1\) and \(\zeta_2\) are increasing, \(\zeta_2\) is convex, and \(G_2 = \zeta_2'\). See: [Fissler and Ziegel (2016)] and [Dimitriadis and Bayer (2019)] for further details.
In the MSC strategy, the combined estimators are given by

\[
\hat{\text{VaR}}^{c}_{T+1} = \sum_{i=1}^{M} \tau_i \hat{\text{VaR}}^i_{T+1} \quad \text{and} \quad \hat{\text{ES}}^{c}_{T+1} = \hat{\text{VaR}}^{c}_{T+1} + \sum_{i=1}^{M} \kappa_i (\hat{\text{ES}}^i_{T+1} - \hat{\text{VaR}}^i_{T+1}),
\]

(9)

where the two sets of combining weights \(\tau_i\) and \(\kappa_i\) \((i = 1, \ldots, M)\) are obtained in a single step by minimising the sum of the in-sample values of the chosen scoring function belonging to the class presented in expression (8) subject to the constraints \(\tau_i, \kappa_i \geq 0, \sum_{i=1}^{M} \tau_i = 1\) and \(\sum_{i=1}^{M} \kappa_i = 1\). The structure of the expression for the ES ensures that the ES combined forecast exceeds the VaR combined forecast, which would not be guaranteed if the ES combined forecast was simply a linear combination of the individual ES forecasts.

The other strategy proposed by Taylor (2020) is the RSC strategy, which is computationally lighter than the MSC and leads to a single set of weights for both VaR and ES. In this case, the combined estimators are obtained by

\[
\hat{\text{VaR}}^{c}_{T+1} = \sum_{i=1}^{M} \eta_i \hat{\text{VaR}}^i_{T+1} \quad \text{and} \quad \hat{\text{ES}}^{c}_{T+1} = \sum_{i=1}^{M} \eta_i \hat{\text{ES}}^i_{T+1},
\]

(10)

where

\[
\eta_i = \frac{\exp \left(-\lambda \sum_{j=1}^{T} S \left(\hat{\text{VaR}}^i_j, \hat{\text{ES}}^i_j, r_j \right)\right)}{\sum_{i=1}^{M} \exp \left(-\lambda \sum_{j=1}^{T} S \left(\hat{\text{VaR}}^i_j, \hat{\text{ES}}^i_j, r_j \right)\right)},
\]

with the tuning parameter \(\lambda > 0\) being the value that minimises the sum of the in-sample values of the scoring function.

Note that a value of \(\lambda\) close to zero leads to a simple average where all forecasting methods have the same weight, while a large value of \(\lambda\) leads to the selection of a single method with the best historical performance. As with the MSC method, the structure of the RCS combining expressions ensures that the ES combined forecast exceeds the VaR combined forecast.

In our empirical study, we consider three different versions of both the MSC and
RSC combining strategies. Those versions correspond to the parameters estimated using three different forms of the scoring function of expression [8]. We considered the scoring functions proposed by Fissler and Ziegel (2016), Nolde et al. (2017) and Taylor (2019), which we denote here as FZG, NZ and AL, respectively. The AL scoring function is equal to the negative of the log of the ALD likelihood of expression [8]. We refer to the different versions of the combining strategies as MSC$_{FZG}$, MSC$_{NZ}$, MSC$_{AL}$, RSC$_{FZG}$, RSC$_{NZ}$ and RSC$_{AL}$.

4 Empirical Study

4.1 Data

We analyse daily closing prices of Bitcoin and Ethereum, the two major cryptocurrencies, which represent more than 50% of the cryptocurrency market capitalisation. Prices spanning from August 17, 2017, to July 22, 2022, were obtained from Binance, one of the largest crypto-exchanges around the world. Binance started its operations in August 2017 with Bitcoin and Ethereum being the firsts cryptocurrencies to be traded. Although there are several other cryptocurrencies being traded on Binance nowadays, they were not considered in our analysis because there is so little historical data available.

All analyses were performed using R software [R Core Team 2021] and the volatility models were implemented using the R packages rugarch (Ghalanos 2020), GAS (Ardia et al. 2019c), MSGARCH (Ardia et al. 2019a), RobGARCHBoot (Trucios 2020) and self implemented routines. For reproducibility purposes, the codes as well as the data used in the paper are available on the Github repository [github.com/ctruciosm/CryptoForeComb].

We used a rolling window scheme with window size of 1000 days, which led to an out-of-sample period of 800 days. For each window, we estimated parameters for the individual models and the combining methods, and then produced day-ahead VaR and ES forecasts. We then moved the window forward one day, and repeated the estimation and forecasting procedure. The same procedure is done until no more data is available.

Table 1 reports the descriptive statistics of Bitcoin and Ethereum daily returns and Figure 1 displays the daily returns (left panel), the sample auto-correlation function of

---

7Cryptocurrencies are traded 24/7 and the last price traded on the day is considered as closing price.
returns (middle panel) and the sample auto-correlation function of squared returns (right panel). The autocorrelations are reported with their respective 95% confidence bands, computed using the generalised non-parametric Bartlett’s formula (Francq and Zakoian 2009) and the Bartlett’s formula (Bartlett 1946) for the returns and squared returns, respectively. Classical $\pm z_{\alpha/2}/\sqrt{n}$ bands are also reported, in dotted lines, for return’s autocorrelations. The vertical dashed lines in the left panel of Figure 1 indicate the beginning of the out-of-sample period (May 14, 2020).

Both series report extreme observations with maximum returns larger than 20% and minimum returns less than -50%. The minimum values all occur on March 12, 2020, one day after the World Health Organisation announced that COVID-19 can be characterised as a pandemic.

Bitcoin reports an annualised volatility of 80.8% ($4.23\% \times \sqrt{365}$) while Ethereum an annualised volatility of 102.4% ($5.36\% \times \sqrt{365}$). Both cryptocurrencies report high kurtosis, which can be partially explained by the presence of extreme observations. Additionally, both series report positive mean and median values as well as negative skewness.

<table>
<thead>
<tr>
<th></th>
<th>Min</th>
<th>Q1</th>
<th>Median</th>
<th>Mean</th>
<th>Q3</th>
<th>Max</th>
<th>S.D</th>
<th>Skew</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bitcoin</td>
<td>-50.26</td>
<td>-1.71</td>
<td>0.15</td>
<td>0.09</td>
<td>1.94</td>
<td>20.30</td>
<td>4.23</td>
<td>-1.03</td>
<td>16.33</td>
</tr>
<tr>
<td>Ethereum</td>
<td>-59.05</td>
<td>-2.25</td>
<td>0.13</td>
<td>0.09</td>
<td>2.84</td>
<td>23.38</td>
<td>5.36</td>
<td>-1.03</td>
<td>13.65</td>
</tr>
</tbody>
</table>

Table 1: Descriptive statistics of daily returns. $Q_1$ and $Q_3$ stand for the first and third quartiles while S.D stands for the standard deviation.

From Figure 1 we can observe that both series of returns exhibit a non negligible serial correlation. So, in order to forecast the VaR and ES we first apply an appropriate AR($p$) filter and then the procedures described in Section 2 are applied on the residuals. For each window, the autoregressive order $p$ was selected as $p = 0, 1$ or 2, using the Akaike information criterion. Additionally to the models described in Section 2, we included the widely known GARCH (Bollerslev 1986) and GJR (Glosten et al. 1993) models with a skew-t innovation distribution as benchmarks. We then applied the combining methods from Section 3.

As pointed out by Atiya (2020) and Taylor (2019), forecast combination is a powerful tool when different information is used by the models or when the same information is used by the models in different ways. In those cases, we say that the models are diverse, and a good example of this is when we use models based on different assumptions. In
Figure 1: Daily returns (left panel), sample auto-correlation function of returns (middle panel) and sample auto-correlation function of squared returns (right panel) for Bitcoin and Ethereum. Full sample period. Vertical dashed lines (May 14, 2020) split the data into in-sample and out-of-sample periods.
our case, the models implemented are built using the same information but are based on different assumptions, and are therefore a reasonably diverse set of models to combine.

4.2 Out-of-sample results

In our empirical study, we evaluate the one-step-ahead forecast of the VaR and ES for the 2.5% and 5% risk levels. Although the 1% risk level is quite often considered, we do not include it here because the small size of the out-of-sample period (800 trading days) renders the statistical tests inconclusive.

To evaluate the VaR and ES forecasting performance in the out-of-sample period, we use a comprehensive back-testing exercise based on both calibration tests (to evaluate whether the forecasts are valid or not) and scoring functions (to evaluate the precision of the forecasts). In addition to the widely-used quantile loss (QL) function (González-Rivera et al., 2004), we also use the scoring functions proposed by Fissler et al. (2016), Nolde et al. (2017) and Taylor (2019), which are all particular cases of Equation (8). These scoring functions are denoted here as FZG, NZ and AL, respectively. The QL scoring function considers only the VaR, while the other scoring functions consider VaR and ES jointly. The implemented calibration tests are commonly used in the financial econometrics literature and are listed in Table 2. Roughly speaking, the null hypothesis in all calibration tests can be interpreted as ‘the risk measure (namely, VaR and/or ES) is correctly specified’, where different definitions for the term correct are used in each hypothesis test. For a brief explanation of those tests we refer to Nieto and Ruiz (2016), Righi and Ceretta (2015) and Hallin and Trucios (2021).

Tables 3 and 4 report the percentage of hits (returns smaller than VaR), the p-values of the calibrations tests and the average scoring function of the individual and combining methods. Shaded rows indicate procedures delivering satisfactory calibration test results (i.e., fail to reject the null hypothesis at 5% significance level in all calibration tests). To compare the precision of the forecasts, we use the model confidence set approach of Hansen et al. (2011) at 5% significance level on the four scoring functions previously mentioned (QL, FZG, NZ and AL). For Bitcoin and Ethereum, the model confidence set at 5% significance does not distinguish between the global performance obtained by the various procedures implemented. Almost all of them belong to the model confidence set, and so we do not report the results in the tables.
As pointed out by Giacomini and Rossi (2010), in periods of instability, the global forecasting performance can hide important information about the performance of the competing models over time. Bearing in mind that our out-of-sample period is characterised by instabilities in the cryptocurrency market such as the COVID-19 pandemic period, the third halving of Bitcoin and the Lexia class action, we go one step further than previously done in the cryptocurrency literature and perform the fluctuation test of Giacomini and Rossi (2010) to compare, between those methods with satisfactory calibration test results, the relative superiority over time of their scoring function values.

It is worth mentioning that procedures that do not deliver satisfactory calibration test results are not appropriate for forecasting the risk measures, even if they produce the smallest scoring functions. On the other hand, for procedures with satisfactory calibration test results, the one with the smallest scoring functions is preferred. Therefore, better methods are those for which the percentage of hits is close to the nominal risk level; the null hypotheses in the calibration tests are not rejected; and, between those methods, the scoring functions have lower values.

<table>
<thead>
<tr>
<th>Test</th>
<th>Proposed by</th>
<th>Used to evaluate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conditional coverage (CC)</td>
<td>Christoffersen (1998)</td>
<td>VaR</td>
</tr>
<tr>
<td>VaR quantile regression (VQ)</td>
<td>Gaglianone et al. (2011)</td>
<td>VaR</td>
</tr>
<tr>
<td>Conditional calibration (CoC)</td>
<td>Nolde et al. (2017)</td>
<td>ES and VaR</td>
</tr>
<tr>
<td>Exceedance shortfall regression (ESR)</td>
<td>Bayer and Dimitriadis (2020)</td>
<td>ES</td>
</tr>
</tbody>
</table>

Table 2: Calibration tests used to evaluate VaR and ES accuracy.

Out-of-sample results for Bitcoin

Results for Bitcoin are reported in Table 3. For the 2.5% risk level, four individual models (GARCH, GAS, FIGARCH and CAViaR) and three combining strategies (MAX, MSC, RSC) deliver satisfactory calibration test results. For the 5% risk level, three individual models (GARCH, MSGARCH, FIGARCH) and three combining strategies (MED, RSC, RSC) deliver satisfactory calibration test results.

Although some combining strategies deliver satisfactory calibration tests results for each risk level, the model confidence set at 5% significance level does not distinguish between the global performance obtained between the individual models and combining
Table 3: One-step-ahead VaR and ES backtesting for Bitcoin at 2.5% and 5% risk levels. Shaded rows indicate procedures with p-values larger than 0.05 in all calibration tests. Smallest average scoring functions values are underlined.

<table>
<thead>
<tr>
<th>Indiv.</th>
<th>Calibration test p-values</th>
<th>Average scoring functions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Hits</td>
<td>CC</td>
</tr>
<tr>
<td></td>
<td>GARCH</td>
<td>2.4</td>
</tr>
<tr>
<td></td>
<td>GJR</td>
<td>2.5</td>
</tr>
<tr>
<td></td>
<td>GAS</td>
<td>3.1</td>
</tr>
<tr>
<td></td>
<td>MSGARCH</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td>Boot</td>
<td>2.8</td>
</tr>
<tr>
<td></td>
<td>FIGARCH</td>
<td>2.4</td>
</tr>
<tr>
<td></td>
<td>NGARCH</td>
<td>2.1</td>
</tr>
<tr>
<td></td>
<td>CAViaR</td>
<td>2.9</td>
</tr>
<tr>
<td></td>
<td>CAViaREVT</td>
<td>2.8</td>
</tr>
<tr>
<td></td>
<td>CAViaRALD</td>
<td>2.5</td>
</tr>
<tr>
<td></td>
<td>AVG</td>
<td>2.2</td>
</tr>
<tr>
<td></td>
<td>MED</td>
<td>2.5</td>
</tr>
<tr>
<td></td>
<td>MAX</td>
<td>3.5</td>
</tr>
<tr>
<td>Comb.</td>
<td>MIN</td>
<td>1.6</td>
</tr>
<tr>
<td></td>
<td>MSCFZG</td>
<td>2.8</td>
</tr>
<tr>
<td></td>
<td>MSCNZ</td>
<td>3.0</td>
</tr>
<tr>
<td></td>
<td>MSCCAL</td>
<td>2.6</td>
</tr>
<tr>
<td></td>
<td>RSCFZG</td>
<td>2.6</td>
</tr>
<tr>
<td></td>
<td>RSCNZ</td>
<td>2.6</td>
</tr>
<tr>
<td></td>
<td>RSCAL</td>
<td>2.6</td>
</tr>
</tbody>
</table>

The fluctuation test of [Giacomini and Rossi (2010)] was applied to investigate whether there was statistical difference over time in the scoring functions of the methods that had the best calibration test results. For the 2.5% risk level, Figure 2 compares the GAS procedure and the MSC_AL combining strategy. The figure shows the fluctuation statistic (solid green line) with their corresponding two-sided 5% critical values (dashed strategies implemented. Actually, the model confidence set does not distinguish between the global performance obtained between all procedures implemented, pointing them out as statistically equal (as mentioned in the previous Section, almost all procedures are in the model confidence set).
Figure 2: For Bitcoin, fluctuation test comparing the 2.5% VaR and ES forecasting performance of the GAS model and MSC\textsubscript{AL} combining strategy according to four scoring functions. Vertical dashed lines indicate the Lexia class action. Dashed horizontal black lines indicate the two-sided 5% fluctuation test critical values. A fluctuation statistic above/below the upper/lower critical value line indicates that the first model (GAS) is outperformed by/outperforms the second one (i.e, the MSC\textsubscript{AL} combining strategy) for that period of time. The results in Figure 2 indicate that, in two out of the four scoring functions, the GAS procedure outperforms the MSC\textsubscript{AL} combining strategy for a short period of time (the solid line crosses the inferior dashed line). For the other pairwise comparisons, the fluctuation test indicates no superiority of one model against another over time\textsuperscript{8} (those results are not showed here to save space but are available in Figures S1–S20 of the supplementary material). For the 5% risk level, the fluctuation test also reveals no statistically significant difference over time in the scoring function results for all pairwise comparisons (see Figures S21–S35 of the supplementary material).

In general, for any risk level, there is no single approach outperforming all other procedures neither globally nor over time. Nevertheless, some individual and combining strategies have a good performance for forecasting both risk measures, with three of them suitable for both risk levels, namely, GARCH, FIGARCH and RSC\textsubscript{AL} procedures.

\textsuperscript{8}For the GAS and CAViaRALD models, the fluctuation statistic is on the borderline (in favour of the GAS model) for one out of the four scoring functions.
Table 4: One-step-ahead VaR and ES backtesting for Ethereum at 2.5% and 5% risk levels. Shaded rows indicate procedures with p-values larger than 0.05 in all calibration tests. Smallest average scoring functions values are underlined.

<table>
<thead>
<tr>
<th></th>
<th>Calibration test p-values</th>
<th>Average scoring functions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>QL</td>
<td>FZG</td>
</tr>
<tr>
<td></td>
<td>Hits</td>
<td>CC</td>
</tr>
<tr>
<td>Indiv.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GARCH</td>
<td>1.8</td>
<td>0.278</td>
</tr>
<tr>
<td>GJR</td>
<td>2.0</td>
<td>0.464</td>
</tr>
<tr>
<td>GAS</td>
<td>2.4</td>
<td>0.749</td>
</tr>
<tr>
<td>MSGARCH</td>
<td>1.5</td>
<td>0.123</td>
</tr>
<tr>
<td>Boot</td>
<td>2.1</td>
<td>0.542</td>
</tr>
<tr>
<td>FIGARCH</td>
<td>1.8</td>
<td>0.278</td>
</tr>
<tr>
<td>NGARCH</td>
<td>1.8</td>
<td>0.278</td>
</tr>
<tr>
<td>CAVaR</td>
<td>2.5</td>
<td>0.814</td>
</tr>
<tr>
<td>CAVaREVT</td>
<td>2.4</td>
<td>0.749</td>
</tr>
<tr>
<td>CAVaRALD</td>
<td>2.5</td>
<td>0.814</td>
</tr>
<tr>
<td>Comb.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AVG</td>
<td>2.0</td>
<td>0.464</td>
</tr>
<tr>
<td>MED</td>
<td>2.0</td>
<td>0.464</td>
</tr>
<tr>
<td>MAX</td>
<td>3.2</td>
<td>0.068</td>
</tr>
<tr>
<td>MIN</td>
<td>1.5</td>
<td>0.123</td>
</tr>
<tr>
<td>MSGFZG</td>
<td>2.1</td>
<td>0.524</td>
</tr>
<tr>
<td>MSNZ</td>
<td>2.1</td>
<td>0.524</td>
</tr>
<tr>
<td>MSFZG</td>
<td>2.1</td>
<td>0.542</td>
</tr>
<tr>
<td>RSCFZG</td>
<td>2.2</td>
<td>0.570</td>
</tr>
<tr>
<td>RSCNZ</td>
<td>2.4</td>
<td>0.749</td>
</tr>
<tr>
<td>RSCAL</td>
<td>2.2</td>
<td>0.647</td>
</tr>
</tbody>
</table>

Out-of-sample results for Ethereum

Results for Ethereum are reported in Table 4 and reveal that a number of individual models, useful for forecasting both risk measures in previous studies, remain useful for forecasting the risk measures for this recent set of data.

For the 2.5% risk level, all individual procedures, except the quantile regression-based ones, deliver satisfactory calibration test results. Additionally, six out of the ten combining strategies also deliver satisfactory calibration test results. The model confidence set at 5% significance level, as mentioned previously, does not distinguish between the global performance obtained between implemented methods. However, the fluctuation test re-
Figure 3: For Ethereum, fluctuation test comparing the 2.5% VaR and ES forecasting performance of the GAS model and GARCH model according to four scoring functions. Vertical dashed lines indicate the Lexia class action. Dashed horizontal black lines indicate the two-sided 5% fluctuation test critical values.

reveals that the GAS model outperforms all other procedures with satisfactory calibration test results in at least one period of time, and is never outperformed by the competitor models. Figures 3 - 6 report the fluctuation test for the GAS model against GARCH, MSGARCH, AVG and MSC\textsubscript{AL} procedures. The other pairwise comparisons are reported in the Figures S36–S43 of the supplementary material.

For the 5% risk level, six individual models (GARCH, GJR, GAS, MSGARCH, NGARCH and CAViaR) and seven combining strategies (AVG, MED, MSC\textsubscript{FZG}, MSC\textsubscript{NZ}, RSC\textsubscript{FZG}, RSC\textsubscript{NZ} and RSC\textsubscript{AL}) deliver satisfactory calibration test results with none of them being preferable according to the model confidence set at 5% of significance level (almost all procedures belong to the model confidence set). Nevertheless, the fluctuation test reveals that, at least for one scoring function considered, the GAS model outperforms all other procedures with satisfactory calibration test results, and is never outperformed by the competitor models. Figures 7 - 9 report the fluctuation test for the GAS model against MSGARCH, CAViaR and RSC\textsubscript{FZG} procedures. The other pairwise comparisons are reported in Figures S44–S52 of the supplementary material.

In summary, for Ethereum, the GAS model performed particularly well. It delivers satisfactory calibration test results for both risk levels and, at least for a period of time,
Figure 4: For Ethereum, fluctuation test comparing the 2.5% VaR and ES forecasting performance of the GAS model and MSGARCH model according to four scoring functions. Vertical dashed lines indicate the Lexia class action. Dashed horizontal black lines indicate the two-sided 5% fluctuation test critical values.

Figure 5: For Ethereum, fluctuation test comparing the 2.5% VaR and ES forecasting performance of the GAS model and AVG combining strategy according to four scoring functions. Vertical dashed lines indicate the Lexia class action. Dashed horizontal black lines indicate the two-sided 5% fluctuation test critical values.
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Figure 6: For Ethereum, fluctuation test comparing the 2.5% VaR and ES forecasting performance of the GAS model and MSCAL combining strategy according to four scoring functions. Vertical dashed lines indicate the Lexia class action. Dashed horizontal black lines indicate the two-sided 5% fluctuation test critical values.
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Figure 7: For Ethereum, fluctuation test comparing the 5% VaR and ES forecasting performance of the GAS model and MSGARCH model according to four scoring functions. Vertical dashed lines indicate the Lexia class action. Dashed horizontal black lines indicate the two-sided 5% fluctuation test critical values.
Figure 8: For Ethereum, fluctuation test comparing the 5% VaR and ES forecasting performance of the GAS model and CAViaR model according to four scoring functions. Vertical dashed lines indicate the Lexia class action. Dashed horizontal black lines indicate the two-sided 5% fluctuation test critical values.

Figure 9: For Ethereum, fluctuation test comparing the 5% VaR and ES forecasting performance of the GAS model and RSC$_{\text{FZG}}$ combining strategy according to four scoring functions. Vertical dashed lines indicate the Lexia class action. Dashed horizontal black lines indicate the two-sided 5% fluctuation test critical values.
outperforms other procedures with satisfactory calibration test results.

5 Conclusions and further research

We use recent cryptocurrency data that includes periods of turbulence due to the COVID-19 pandemic, the third halving of Bitcoin and the Lexia class action, to evaluate whether the VaR and ES forecasting performance of models, shown to be useful for forecasting risk measures in the past, remain useful in more recent times for cryptocurrencies. We also evaluate whether the robust bootstrap approach of Trucós et al. (2017), the GAS model (Harvey, 2013; Creal et al., 2013), as well as the CAViaR model (Engle and Man- ganelli, 2004), found to be useful for forecasting the VaR of cryptocurrencies in previous studies, are also useful for forecasting the ES of cryptocurrencies. Finally, we evaluate whether forecast combination strategies can improve the VaR and ES forecasts obtained by individual models.

Regarding the individual models, the best performing models differed for the two cryptocurrencies. For Bitcoin, a full set of satisfactory calibration test results is produced by some individual and combining strategies with none of them being superior to the others according to the calibration and fluctuation tests on the scoring functions. For Ethereum, several procedures deliver satisfactory calibration test results for both risk levels, with the GAS model the only one outperforming all its competitor in at least one period of time.

Combining strategies performed reasonably, but they were unable to outperform all individual models, neither globally nor over time. It was perhaps a little surprising that we did not obtain better results with the more sophisticated combining strategies. One explanation for this is the presence of outliers in the cryptocurrency returns series. In addition to having a detrimental effect on some of the individual models in the combination, it can also have an unhelpful influence on the estimation of the combining weights. A further explanation for the combining methods not outperforming all individual models is that the context may not be as fertile for forecast combination as other applications. We must acknowledge that, although there were notable differences in the specifications of the individual models, they were all univariate time series models, which limits the diversity of information provided by each model, and hence limits the potential for improved
accuracy from forecast combining.

In terms of future research, it would be interesting to see research into the impact of outliers on VaR and ES models. A model needs to be robust to outliers, but not so robust that the VaR and ES forecasts do not capture the possibility of such extremes. Our reflections on the limitations of combining models in this application motivates future consideration of models that capture relevant information provided by other sources of data when modelling the cryptocurrency returns. Another interesting research direction would be consideration of other forms of combining models, such as the recent paper by Lu et al. (2021), which applies machine learning to combine forecasts of VaR and ES. A final comment on future research is that, as time passes, longer time series will obviously become available, which will potentially enable researchers to develop a revised understanding of which individual models and combining strategies are most useful.
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